
Control over wireless: 
an unfinished journey

Luca Schenato
University of  Padova

Online Seminar on Control and Information
2021

Plant

Channel

CODDEC



The XXI century: a Smart World

INTELLIGENT 
TRAFFIC 
SYSTEMS

SWARM 
ROBOTICS

WIRELESS 
SENSOR 

NETWORKS

SMART
CITIES

SMART
BUILDINGS

SMART GRIDS

FACTORY 4.0



The challenge cube 
for time-critical smart systems

smart	grids

field	robotics

smart	
buildings

Scale

Bandwidth	 [Hz]10-102

103-106

102-103

10 102 103

manipulation

Wired

Wireless

Fieldbus
(SCADA)

RT	Ethernet

WirelessHART
ISA100.10a ?

1



20 years ago in Berkeley….
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PLANT ESTIMATOR

Buffer

Time-varying 
Kalman filter

20 years ago in Berkeley….



20 years ago in Berkeley….
B. Sinopoli, L. Schenato, M. Franceschetti, K. Poolla, M.I. Jordan, and S. Sastry. Kalman
filtering with intermittent observations. IEEE Transactions on Automatic Control, 
49(9):1453–1464, September 2004 

Modified Algebraic 
Riccati Equation (MARE)
(Φ1(P)=ARE)

n Simple to understand but not trivial
n Critical packet loss probability function of eigenvalues of A
n Some new mathematical techniques
n Estimator designed for performance not only stability
n Many open questions remained unanswered



One open question

PLANT ESTIMATOR

Buffer

KALMAN
FILTER

V. Gupta, D. Spanos, B. Hassibi, and R. M. Murray. Optimal LQG control across a 
packet-dropping link. Systems and Control Letters, 56(6):439–446, 2007 
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If n=10000 is it better to send the quantized state rather than 
the quantized measurement? ==> need to include quantization
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Proposed approach:
1) Separate control/estimation 
design from communication 
design. 
2) Use of traditional coding with 
finite block-length 
(different from any-time coding of 
Sahai-Mitter 07 !!)



About coding modeling
Noisy

Channel Chann CODChann DEC QuantizerDAC
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Noisy Channel: recovery via majority bits
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Receiver knows Δ and therefore maps [10] into the real number ht



About coding modeling

Channel Chann CODChann DEC QuantizerDAC

Role of code lenght:
st

q=[10]: 2-bits of information per period
at=[111|000|111]: 9-bit word per period over the channel

(st
q,st-1

q)=[11,10]->at=[xxx|xxx|xxx|xxx|xxx|xxx]  smarter coding
18-bit blocklength over 2 period => 9-bits/period

Longer block-length: 
• Same channel rate (bits/period)
• Smaller erasure probability
• Larger delay



About quantization modeling

Quantizer
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Trans. Sig. Proc., vol. 61, no. 15, pp. 3852–3865, 2013.
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“Analog” 
channel COD/DEC model

Channel Chann CODChann DEC QuantizerDAC



Problem formulation
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1. Scalar dynamics
2. No transmission pre-

processing
3. Estimator+ state 

feedback architecture



Problem formulation (cont’d)
Plant

Linear State 
Predictor

Linear State 
Feedback

Augmented System dynamics Linear estimator + linear controller

LQG performance optimization



Problem solution
Augmented System dynamics

Linear estimator + linear controller

LQG performance optimization



Problem solution

W.L. De Koning. Compensatability and optimal compensation of systems with white parameters. IEEE Transactions on 
Automatic Control, 37(5):579–588, 1992 

Solve via Lagrangian

Necessary optimal conditions

Coupled Riccati-like Equations



Further simplification
Coupled Riccati-like Equations



Further simplification

B. Sinopoli, L. Schenato, M. Franceschetti, K. Poolla, M.I. Jordan, and S. Sastry. 
Kalman filtering with intermittent observations. IEEE Transactions on Automatic 
Control, 49(9):1453–1464, September 2004 

Necessary and sufficient stability for r≥0:

A. Chiuso, N. Laurenti, L. Schenato, A. Zanella. LQG-like control of scalar systems over communication channels: the role of data 
losses, delays and SNR limitations. Automatica, vol. 50(12), pp. 3155–3163, 2014



Discussion w/ related works

B. Sinopoli, L. Schenato, M. Franceschetti, K. Poolla, M.I. Jordan, and S. Sastry. 
Kalman filtering with intermittent observations. IEEE Transactions on 
Automatic Control, 49(9):1453–1464, September 2004 

1) Infinite resolution (α=0) and no delay (d=0):

2) Infinite resolution (α=0) and with delay (d>0):
L. Schenato. Kalman filtering for networked control systems with 
random delay and packet loss. IEEE Transactions on Automatic Control, 
53:1311–1317, 2008 

3) No packet loss (ε=0) and no delay (d>0):
J.H. Braslavsky, R.H. Middleton, and J.S. Freudenberg. Feedback 
stabilization over signal-to-noise ratio constrained channels. 
IEEE Transactions on Automatic Control, 52(8), 2007 

S. Tatikonda and S. Mitter. Control under communication constraints. 
IEEE Transaction on Automatic Control, 49(7):1056–1068, July 2004. 



Discussion w/ related works

4) No packet loss (ε=0) and delay (d=1):

5) Infinite resolution (α=0), packet loss as SNR-limitation + delay
E.I. Silva and S.A. Pulgar. Performance limitations for single-input LTI 
plants controlled over SNR constrained channels with feedback. 
Automatica, 49(2), 2013 

6) Rate-limited with delay (d=1):

J.H. Braslavsky, R.H. Middleton, and J.S. Freudenberg. Feedback 
stabilization over signal-to-noise ratio constrained channels. 
IEEE Transactions on Automatic Control, 52(8), 2007 

Our condition less stringent  and independent of delay

P. Minero, L. Coviello, and M. Franceschetti. Stabilization over Markov 
feedback channels: The general case. Transactions on Automatic Control, 
58(2):349–362, 2013 



Discussion w/ related works

6) Relation with sequential coding (any-time capacity)

Unstable
Plant

Channel
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Chann COD

Plant DEC

Chann DEC CHANNEL
COD/DEC

Anytime coding/decoding Fixed-length codes (our approach)

Necessary for optimality:
A. Sahai and S. Mitter. The necessity and sufficiency of anytime capacity for control 
over a noisy communication link: Part I. IEEE Transaction on Information Theory, 2006 



What is the role of capacity? 

Feasible set which depends on channel parameters

Y. Polyanskiy, H.V. Poor, and S. Verdu. Channel coding rate in the finite blocklength
regime. IEEE Transactions on Information Theory, 56(5):23072359, 2010 



Can we do better with Plant COD?
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Joint work with:

Stochastic Identification Wireless communications



Remote estimation subject to 
quantization and packet loss 3
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Fig. 1. Equivalent communication model for remote estimation.

g(·) into the analog signal st before transmission. The signal is then quantized into a word sqt from a finite alphabet, which is

then coded and transmitted over a digital noisy channel. At the receiver, the channel decoder either perfectly decodes the word

sqt or detect an erasure which is modeled by the binary variable �t 2 {0, 1} ⌘ {erased, decoded}. If correctly decoded, the

word sqt is converted into the analog signal zt, which is then processed by the receiver via the filter h(·) to provide the state

estimate bxt. The transmission protocol might be provided with an ACK-based system that notifies the transmitter whether the

packet has been successfully decoded at the receiver. We refer to this scenario as perfect channel feedback; if the ACK signal

is not available we shall sat that there is no channel feedback. We now proceed to mathematically model such system.

In the following we will consider the simplified assumption

c = 1, |a| < 1 (3)

where the first assumption can be used w.l.o.g. since the case c 6= 1 can be easily obtained via a rescaling of the process noise

variance �2
w, while the second assumption is necessary to guarantee that the stochastic signal yt is asymptotically stationary

with bounded variance. The transmitter can send a signal through a digital noisy erasure channel modelled as follows

zt = �ts
q
t = �t(st + nt)

where �t 2 {0, 1} represents the erasure event, sqt 2 R is the quantized transmitted signal, st 2 R is the signal before quantization,

and nt is the uncorrelated additive noise which models the quantization error under the fine quantization assumption. The

variables satisfy the following assumptions:

P[�t = 0] = ✏, nt ⇠ N
✓
0,

1

⇤
E[s2t ]

◆

where ⇤ is the signal-to-quantization noise ratio (SQNR) of the quantizer; {�t} and {nt} are assumed to be independent. This

model for the SQNR noise assumes that the quantizer is matched to the stationary distribution of the incoming signal st so as

to maintain a constant SQNR value ⇤. The transmitter sends a signal according to its available information set, i.e. st = gt(Tt)

where gt is a measurable function of the information set Tt which can take the following two forms:

T CF
t = {yt, .., y0, st�1, .., s0, nt�1, .., n0, �t�1, .., �0}

= {yt, .., y0, st�1, .., s0, zt�1, .., z0, �t�1, .., �0}

T NCF
t = {yt, .., y0, st�1, .., s0, nt�1, .., n0}

Differential pulse-code modulation (DPCM) 
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Fig. 1. Equivalent communication model for remote estimation.

g(·) into the analog signal st before transmission. The signal is then quantized into a word sqt from a finite alphabet, which is

then coded and transmitted over a digital noisy channel. At the receiver, the channel decoder either perfectly decodes the word

sqt or detect an erasure which is modeled by the binary variable �t 2 {0, 1} ⌘ {erased, decoded}. If correctly decoded, the

word sqt is converted into the analog signal zt, which is then processed by the receiver via the filter h(·) to provide the state

estimate bxt. The transmission protocol might be provided with an ACK-based system that notifies the transmitter whether the

packet has been successfully decoded at the receiver. We refer to this scenario as perfect channel feedback; if the ACK signal

is not available we shall sat that there is no channel feedback. We now proceed to mathematically model such system.

In the following we will consider the simplified assumption

c = 1, |a| < 1 (3)

where the first assumption can be used w.l.o.g. since the case c 6= 1 can be easily obtained via a rescaling of the process noise

variance �2
w, while the second assumption is necessary to guarantee that the stochastic signal yt is asymptotically stationary

with bounded variance. The transmitter can send a signal through a digital noisy erasure channel modelled as follows

zt = �ts
q
t = �t(st + nt)

where �t 2 {0, 1} represents the erasure event, sqt 2 R is the quantized transmitted signal, st 2 R is the signal before quantization,

and nt is the uncorrelated additive noise which models the quantization error under the fine quantization assumption. The

variables satisfy the following assumptions:

P[�t = 0] = ✏, nt ⇠ N
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where ⇤ is the signal-to-quantization noise ratio (SQNR) of the quantizer; {�t} and {nt} are assumed to be independent. This

model for the SQNR noise assumes that the quantizer is matched to the stationary distribution of the incoming signal st so as

to maintain a constant SQNR value ⇤. The transmitter sends a signal according to its available information set, i.e. st = gt(Tt)

where gt is a measurable function of the information set Tt which can take the following two forms:

T CF
t = {yt, .., y0, st�1, .., s0, nt�1, .., n0, �t�1, .., �0}

= {yt, .., y0, st�1, .., s0, zt�1, .., z0, �t�1, .., �0}

T NCF
t = {yt, .., y0, st�1, .., s0, nt�1, .., n0}

Information set with channel feedback (ACK/NACK)

Information set without channel feedback (ACK/NACK)

Information set at receiver



What is the optimal strategy with 
channel feedback ?

Optimal strategy (among linear strategies): send innovation



What is the optimal strategy with 
no channel feedback ?

Optimal strategy ? not clear, likely non-linear
Approach: reasonable suboptimal strategies 



Suboptimal strategies 
1) Estimated state forwarding (Kalman estimate)

2) Innovation forwarding assuming no packet loss

3) Hybrid strategy: soft innovation forwarding



Analytical results
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A unexpected result 
1) Measurement forwarding

2) Kalman estimate forwarding

B. Sinopoli, L. Schenato, M. Franceschetti, K. Poolla, M.I. Jordan, and S. 
Sastry. Kalman filtering with intermittent observations. IEEE 
Transactions on Automatic Control, 49(9):1453–1464, September 2004 

V. Gupta, D. Spanos, B. Hassibi, and R. M. Murray. Optimal LQG 
control across a packet-dropping link. Systems and Control 
Letters, 56(6):439–446, 2007 
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Is mean square stability relevant?

(mean square) stability
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Non-intuitive answers:
heavy tail (power-law distribution)

Stochastic switching linear systems 
with one unstable system:

HEAVY TAIL DISTRIBUTION!!!

a<0 (stable)

a>0 (unstable)
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M. Pezzutto, L. Schenato and S. Dey / European Journal of Control 50 (2019) 62–71 65 
(iii) If there exists r >  0 such that E ( ∥ Z 1 ∥ r ) <  ∞ , and if λ̄ <  0 w.p.1, 

then the distribution of J k converges w.p.1 to the distribution J. 
(iv) If λ̄ <  0 w.p.1, then F n F n −1 . . . F 1 E 0 converges to zero exponen- 

tially. 
The previous results can be combined to obtain the following 

lemma: 
Lemma 4. Assume that ( F k , Z k ), k ≥ 1, are i.i.d and ∃ r >  0 such that 
E ( ∥ Z 1 ∥ r ) <  ∞ . If λ̄ <  0 w.p.1, then the distribution of E k converges 
w.p.1 to the distribution J independently on E 0 . 

We are now ready to prove the main theorem in this section: 
Theorem 5. Let us consider the stochastic dynamical system (7) . Let 
w k ∼ N (0 , Q̄ ) , v k ∼ N (0 , R ) , x 0 ∼ N (0 , P 0 ) to be mutually indepen- 
dent, and i.i.d. white. Let γ k be an i.i.d. Bernoulli random variable 
with γ̄ := P [ γk = 0] . If 
µ := γ̄ log (|| A || ) + (1 − γ̄ ) log (|| ̄A − K̄ C|| ) <  0 (9) 
then e k converges in probability to a steady-state distribution. 
Proof. The proof is obtained by verifying the hypotheses of 
Lemma 4 where F k = ( ̄A − γk ̄K C) and Z k = (w k − γk ̄K v k ) . Clearly ( F k , 
Z k ) are i.i.d. random vectors. Under hypothesis (9) , the Lyapunov 
exponent λ̄ is negative, in fact 
λ̄ ≤ µ = E [ log ∥ F 1 ∥ ] = γ log (|| ̄A || ) + (1 − γ ) log (|| ( ̄A − KC|| ) 
At this point we just need to show that ∃ r >  0 such that 
E ( ∥ Z 1 ∥ r ) <  ∞ . Let us pick r = 2 , therefore 
E (∥ Z 1 ∥ 2 ) = E [Z T 1 Z 1 ] = E [trace (Z 1 Z T 1 ) ] = trace (E [Z 1 Z T 1 ])
= trace (E [w k w T k + γ 2 

k Kv k v T k K T + γk w k v T k K T + γk Kv k w T k ])
= trace ( Q̄ + (1 − γ ) ̄K R ̄K T ) <  ∞ 

which concludes the proof. !

The previous theorem provides only a sufficient condition for 
the existence of a steady-state distribution which is basically based 
on the observation that the scalar µ = E [ log ∥ F 1 ∥ ] is an upper 
bound for the exact Lyapunov exponent λ̄. Such a condition is not 
very tight in general, and in the past fifty years a large body of 
works has addressed the problem of finding exact or tight lower 
and upper bounds for the Lyapunov exponent for certain classes of 
product of random matrices [8,23] . It has been shown that even 
in the case of products of 2 × 2 random matrices, explicit com- 
putation of the Lyapunov exponent is only possible in some very 
special cases where the random matrices have specific structural 
properties and distributions [16] . It is also important to observe 
that the Lyapunov exponent does not depend on the specific norm 
adopted, therefore the 2-norm adopted in inequality (9) can be 
substituted with any other norm in order to find tighter bounds 
on the Lyapunov exponent. As expected, the Lyapunov exponent 
can be computed explicitly for scalar systems as reported in the 
following corollary. 
Corollary 6. Let us consider the conditions in Theorem 5 . If the sys- 
tem is scalar, then the Lyapunov exponent is given by 
λ̄ = µ := γ̄ log (| ̄a | ) + (1 − γ̄ ) log (| ̄a − k̄ c| ) . 

In the scalar scenario, the previous corollary suggests some fur- 
ther considerations. First, in the case without measurement noise, 
if k̄ is optimally chosen, i.e. k̄ = a/c according to (4) , we have that 
λ̄ → −∞ <  0 , i.e. the steady-state distribution exists, as long as 
γ̄ <  1 . Moreover, it allows us also to compare the stability region 
for which the error dynamics has a steady-state distribution, i.e. 
the error is bounded in probability, and when the error dynamics 
is mean square stable, i.e. when its second moment is bounded. In 
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Fig. 1. Plot comparing the stability region in terms of second moment (red) and in 
probability (blue) as a function of packet loss and filter gain for c = 1 and ā = 1 . 2 . 
(For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
the latter case, the mean square stability condition can be found in 
[27] and is given by: 
γ ā 2 + (1 − γ )( ̄a − k̄ c) 2 <  1 . (10) 
Obviously second moment stability is a sufficient condition for sta- 
bility in probability. If the error distribution were Gaussian, then 
second moment stability and stability in probability would coin- 
cide, however, this is not the case in the problem at hand since, 
according to the results of the previous section, if such a steady- 
state distribution exists, it is heavy-tailed and therefore not Gaus- 
sian. It follows that even when the packet loss is above the thresh- 
old for the second moment stability, the error can be bounded in 
probability. This is indeed confirmed by the observation that condi- 
tion (9) is less stringent that the condition (10) . Just as an example 
Fig. 1 illustrates the stability region as a function of packet loss γ̄
and filter gain k̄ for the two aforementioned conditions. 
Computation of the stationary distribution 

For simplicity, we still consider the scalar case, and we de- 
note with δ2 = σ 2 + ̄k 2 σ 2 

v the variance of w k − k̄ v k . Note however, 
that the expression for the steady-state distribution of the predic- 
tion error e k presented below can be easily extended to the mul- 
tivariable case. Under the assumptions of Theorem 5 such that the 
steady-state distribution exists, let us denote the stationary distri- 
bution of e k in (7) as g ∞ ( e ). Then g ∞ ( e ) satisfies the following in- 
tegral equation: 
g ∞ (z) = γ̄ ∫ ∞ 

−∞ 1 √ 
2 πσ 2 e − (z−ā e ) 2 

2 σ2 g ∞ (e ) de 
+(1 − γ̄ ) ∫ ∞ 

−∞ 1 √ 
2 πδ2 e − ( z−( ̄a −k̄ ) e ) 2 

2 δ2 g ∞ (e ) de. (11) 
The above result follows easily from basic probability theory by 

deriving the cumulative distribution function of the stationary dis- 
tribution conditioning on the two values of γ k and then taking the 
derivative to obtain g ∞ ( e ). Details are omitted as this derivation is 
elementary. 

While there is no exact closed form solution to the above equa- 
tion to the best of the authors’ knowledge, the easiest way to find 
an approximate solution to (11) is to discretize the real line for z 
to denote g ∞ ( z ) by a finite length vector ḡ , and replace the inte- 
grals on the right hand side by matrix vector products. This then 
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error in Kalman filtering with constant gains in the presence of 
packet losses. We have shown that such conditions are milder 
than the conditions for bounded error covariance. Moreover, we 
proved that for any linear filter, (i.e. not only in Kalman filtering), 
the steady-state distribution must be heavy-tailed if the system 
dynamics is strictly unstable, and if additional conditions exist 
such a distribution has a power-law tail whose exponent depends 
on the packet loss probability. This implies that confidence bounds 
obtained by computing error covariance and assuming a Gaussian 
distribution are in general optimistic, i.e. the probability of having 
large deviations in estimation errors are larger than expected. 
Nonetheless, we numerically illustrated that for realistic unstable 
systems, such a difference can be very small in the range of 
optimal operating conditions in terms of transmission rate. Future 
works will explore the extension of these results to Markovian 
packet dropouts and optimal rate selection using more realistic 
communication protocols. 
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Control over wireless: 
a retrospect 20 years later

n Scientific impact: one of the most active 
and cited area in control

n Industrial impact: marginal
n Why?

n The right tools (model-based control) for 
the wrong objective (stability) 

n Legacy control systems: PIDs (modeless or 
emulation-based)

n No real need …. yet



Control over wireless: 
an outlook for the future

n Industry 4.0 
n reconfigurable factory

n UAVs based applications 
n infrastructure maintenance, load transportation, 

delivery
n Theoretical challenges?

n Multi-agent cooperation over lossy nets: stability 
replaced by constraint satisfaction

n 1Khz bandwidth range (manipulation)
n Adaptive communication for control (RT-WiFi/5G)
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Preliminary results: 
remote stabilization via Drive-by-Wi-Fi

2 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

delays. Differently from the emulation–based control design
approach, which tries to reduce randomness and packet loss
at the price of reduced control rates and larger latency,
model–based approach can compensate missing information
by relying on the target application mathematical model.
Although this approach requires new design and therefore
an architectural change, it seems the only viable solution to
achieve control rates in the kHz–range.

Based on the aforementioned guiding principles the main
contribution of this work is a suitable design of the commu-
nication protocol and of the control algorithm, and its exper-
imental validation, using embedded systems and a off–the–
shelf network, on a balancing robot, which requires control
rates in the kHz–range because of its unstable dynamics. More
specifically, as for the communication protocol, we adopted
standard Wi-Fi normally found in COTS, but we selected an
UDP configuration and modified some of its parameters, like
number of retransmissions and bitrate, in order to make it
more suitable for control [24]. These parameters have been
selected to reduce latency at the price of higher packet losses,
whose effect is going to be compensated through the design of
model–based control. These modifications are still within the
Wi-Fi standard requirements, thus allowing for interoperability
with other devices as advocated by current trends in Wi-Fi for
industrial automation [10].

As for the control side, we restored two main model–based
strategies that have been consolidated in the past decade within
the NCSs community. The first applies in the presence of
communication channel between the sensor and the controller:
in this case the main solution to compensate for packet
losses and random delay is to design a time–varying Kalman
filter which exploits the information whether a packet has
successfully arrived or not, which is easily implementable as
long as packets are time–stamped [25]. In particular, when a
measurement is not delivered, the filter estimates the state of
the system by using the model only, while if it is successfully
delivered it is used to optimally update the estimate as a
standard Kalman filter [26]. The second strategy is adopted
when there is a communication channel between the controller
and the actuator. In this scenario the so–called packetized
predictive control is adopted where the controller not only
transmits the desired control input but also the most–likely
control inputs to be applied in the future. This strategy strongly
reminds the model predictive approach and has the advantage
that, when a packet is lost, the actuator can use the predicted
control at that specific time provided in the last successfully
received packet [27]–[31]. A major problem occurs when both
channels sensor–to–control and control–to–actuator are present
and no reliable acknowledgement is available to the transmit-
ter, as it is the case in UDP. In fact, in this scenario, the true
control applied to the plant is not known to the controller and
to the Kalman filter, and it has been shown that the separation
principle, a cornerstone of model–based control, does not hold
[32], [33]. As a consequence several suboptimal strategies
have been suggested: considering the lossy channel as an
ideal channel with multiplicative uncertainty [34], using the
expected input in the Kalman filter [35], estimating the actual
input entered in the plant based on the received measurements
[36], using a LQR–like observer–controller architecture with
constant gains [37], just to name a few. In this work, instead,

Host PC Target machine

uk

ȳk
x̂k|k�1

rk

Sensor

ūk

yk

Plant

Predictive

packetized

control

Buffered

Kalman

filter

Fig. 1. Wireless NCS system architecture and experimental setup.

we propose to use a buffered time–varying Kalman filter and a
packetized predictive controller, which use the desired control
inputs generated by the controller as if no packet loss would
be lost in the controller–to–actuator. This solution, which is
graphically displayed in Fig. 1, has the advantage to have a
simple design and to be suitable in scenarios where channel
statistics are not known and time–varying as in industrial
environments. The overall proposed approach for control over
wireless in the kHz–range, relying on the Wi-Fi technology
and based on the joint design of the communication and the
control layer, will be called Drive–by–Wi-Fi.

We finally tested our approach in an experimental apparatus
consisting in a balancing robot (shown in Fig. 1) and a re-
mote controller with two–way communication based on COTS
components: embedded hardware (Rasperry Pi), open–source
software (Arduino) and wireless network interfaces (TP–Link
based on the Qualcomm Atheros AR9227 chip). The tests
are performed within an industrial–like environment where
multiple Wi-Fi networks co–exist, thus creating substantial
interference, and the proposed model–based solution is com-
pared against the more traditional emulation–based approach,
showing the first successful attempt at stabilizing an unstable
system at a control rate of 1 kHz.

The remainder of the paper is organized as follows: Sec.
II explains the proposed strategy to perform control over
non–ideal communication links. The network characterization
is detailed in Sec. III. Sec. IV describes the benchmark
application conceived to provide a relevant test–bed for the
proposed approach. Validation is provided numerically through
simulations and experiments, whose setup and results are
presented in Sec. V. Finally, Sec. VI draws some conclusions
and provides directions for future developments.

II. CONTROL OVER WIRELESS

The proposed Drive–by–Wi-Fi approach relies on modifica-
tions to the communication protocol and on the implementa-
tion of an innovative control architecture. This section presents
the design choices that lead to the definition of this new
paradigm, including Wi-Fi configuration, channel modeling
and alternative NCS control strategies.

n Commercial Off-the-Shelf 
HW & SW
n Homemade Segway with gyros, 

accelerometers, wheel encoders
n Raspberry Pi (on segway)
n Linux w/ Matalab on PC 

n Model-based architecture:
n Buffered Kalman Filter
n Predictive packetized control 

n Industrial environment
n Multiple Wi-Fi source 

interference
n Additional injected noise



Wi-Fi in the loop: 
experimental data (1kHz packets/s)

Packet losses/delays are 
not i.i.d. nor Markovian !!

BRANZ et al.: DRIVE–BY–WI-FI: MODEL–BASED CONTROL OVER WIRELESS AT 1 KHZ 5

respectively, the state prediction and estimation errors), the
control inputs ūt, and the received plant outputs yt, together
with the arrival sequence �k

t .
The closed–form expressions (8)–(14) are valid if the true

input ūt�1 that enters the plant is used by the estimator, which
is not the case since it does not belong to the information set
at the estimator, i.e. Ik

KF, due to the UDP protocol. This is
a known problem and several suboptimal solutions have been
proposed in the literature [34]–[37] which differ in terms of
complexity and underlying assumptions. Here we suggest to
use the control input generated by the controller ut�1 rather
than the unavailable control input entered in the plant, i.e. we
propose the following substitution

ūt�1  ut�1 (15)

in Eq. (9) and (13) (see again Fig. 1). This approximation
is reasonable if the difference between the uk and ūk is
small on average, however it is important to remember that
P k
t|t�1 computed with the above formulas is no more the exact

variance of this modified estimator error. Although an exact
characterization of such suboptimal estimator is intractable,
it will be shown to provide good performance in practice as
reported in the experimental section.

2) Packetized predictive control: The infinite–horizon opti-
mal control strategy minimizes the LQG cost

J = lim
K!1

E
"
1

K

K�1X

k=0

x0
kWxk + ū0

kUūk

#
(16)

with W positive semidefinite and U positive definite cost
matrices. Consistently with the packetized predictive control
strategy [46]–[49], the control command uk+1 (computed at
the instant k to be applied at the instant k + 1) is sent to the
plant along with a number M of forward predicted commands

uk+2|k+1, uk+3|k+1, . . . , uk+1+M |k+1. (17)

Then an improved logic at the plant side either passes the
current command uk to the actuators if the received data is
up–to–date, or relies on one of the command predictions if the
most recently available data is a few samples old (up to M ).
If no data is received for a number of samples greater than M ,
the input at the actuator is held equal to the last valid predicted
command. This policy can be summarized as follows: let h be
the time instant such that

✓kh = 1 ^ ✓kj = 0 with j = h+ 1, . . . , k (18)

Then, the command applied to the plant is defined as

ūk =

8
><

>:

uk if h = k

uk|h if k �M  h < k

uh+M |h if h < k �M

(19)

The exact minimization of (16) under UDP protocol suffers for
the loss of the separation principle, since in minimizing the
cost, the input applied to the plant ūk should be known exactly,
which is not the case due to the lossy controller–to–actuator
channel. Such minimization is intractable, therefore as far as
the control input design is concerned, we adopt a suboptimal
solution that assumes that the control input that enters the plant
is known. According to this choice, the separation principle

can be applied and the predicted future control input can be
obtained by assuming an ideal closed loop dynamics, thus
suggesting the following packetized predictive control:

uk+1 = Lx̂k
k+1|k

uk+2|k+1 = L(A+BL)x̂k
k+1|k

uk+3|k+1 = L(A+BL)2x̂k
k+1|k

...
uk+1+M |k+1 = L(A+BL)M+1x̂k

k+1|k

(20)

where

S =A0SA+W �A0SB(B0SB + U)
�1B0SA (21)

L =� (B0SB + U)
�1B0SA. (22)

Note that the proposed strategy represents a smooth transition
from the hold–input strategy and the zero–input strategy
analyzed in [50]: in fact since (A + BL) is asymptotically
stable under the assumptions that (A,B) is reachable and
(A,W ) is observable, then (A + BL)M ! 0 for M ! 1,
therefore the future predicted control inputs smoothly decrease
to zero as more packet losses occur between the controller and
the plant.

The proposed model–based controller requires ad–hoc mod-
ifications and high computational capabilities, while the
emulation–based controller allows to preserve the same algo-
rithms of the case with ideal channels and can be implemented
with minimal computational power. Indeed, emulation–based
approach is usually preferred for its simplicity in many in-
dustrial applications, e.g. in process control, but requires the
network to be particularly reliable. To this end, the network
is usually adjusted, for example by setting the transmission
rate [42], the data–rate [51], and the transmission power
[52], in order to improve the reliability of the communica-
tion. Conversely, model–based approach provides an increased
robustness to network non–idealities, but requires a more
sophisticated control design and a better computing hardware.
The objective of this work is to find which approach is more
suitable for kHz control applications over wireless.

III. NETWORK CHARACTERIZATION

Modeling of the Wi-Fi network dynamics in terms of packet
delays and losses is non–trivial (see [53] for an example
on IEEE 802.15.4). The arrival processes are dependent on
many factors like the channel quality and the channel status
(idle/busy) and their determination is complex. This is even
more so in industrial settings where multiple simultaneous Wi-
Fi networks and electromagnetic interference are present. As a

UDP
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Host PC (A) Raspberry Pi (B)

UDP

Receiver

(w/ buffer)

UDP

Receiver

UDP
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Clock
Compute

Delay
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Fig. 2. Wi-Fi hardware-in-the-loop performance experiment.
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TABLE II
ROUND-TRIP COMMUNICATION STATISTICS

(AVERAGE OVER 10 RUNS INCLUDING BACKGROUND NOISE)

median std max min

packet delay [# steps] 4 4.153 75 2
PER [%] 17.07 10.16 73.17 0

consequence, the typical models used to characterize the wire-
less channel in control systems like i.i.d. or markovian random
variables [25], [38], [53] fail to fully replicate the behavior
of a real Wi-Fi connection. In this work, the link quality is
experimentally evaluated in order to determine representative
statistical parameters in terms of transmission performance.
The link quality is assessed by comparing the sent and received
packet sequences, determining the amount of packet delays
and checking whether any packet is lost or discarded. Measure-
ments have been conducted through a simplified hardware–
in–the–loop experiment as depicted in Fig. 2. Two machines
are involved: the host PC (Linux–x64) and a target board
(Raspberry Pi 3 mod. B+). Local clocks on both machines
are synchronized with each other through the Network Time
Protocol (NTP). Time–stamped, numbered UDP packets are
(forward) sent from the host PC (A) to the target board (B)
and, in parallel, similar packets are (backward) sent from B
to A. At any sample time, machine B accounts only for the
most recently received packet discarding the others, while
machine A saves all the received packets (up to 40, starting
from the most recently received) in a dedicated buffer. The
time stamps in forward and backward links are independent,
although the forward packet IDs are relayed back to A attached
to the backward packets. Forward (A–B) and backward (B–A)
delays are independently computed by comparing transmission
and reception absolute times. The round–trip delay (A–B–
A) is computed by tracking the packet IDs originally sent
from A and relayed back from B. Link quality statistics are
computed for forward (A–B), backward (B–A) and round-trip
(A–B–A) paths. Forward and backward packet sequences are
exploited in Sec. V-B to perform comparable network–in–the–
loop simulations of the different control configurations, but
under identical network conditions. The round–trip commu-
nication statistics are presented in this section to provide a
quantitative assessment of the communication reliability. The
host PC acts as access point of a IEEE 802.11n network
on channel 6 with HT MCS bitrates (index 7, 65Mbit/s,
modulation 64–QAM 5/6) and number of transmission retries
set to 1 (see also Table ??). Experiments are conducted with
a distance of approximately 3m between A and B. In order
to recreate realistic industrial environments, the connection
is artificially disturbed with a white gaussian noise from
an Agilent E4432B signal generator with variable amplitude
levels and 15MHz of bandwidth around the 2437MHz carrier;
the noise is pulse modulated with a period of 350 µs and a
pulse width of 150 µs [21]. The disturbance is emitted by a
directional antenna directly pointing at the target board. In
addition, the laboratory environment is crowded with other
networks, possibly operating on channel 6.

Table II summarizes the round–trip communication per-
formances in terms of packet delay and Packet Error Rate
(PER). Figure 3 presents the statistical distributions of round–
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trip packet delay averaged over 10 runs: the top panel shows
the Cumulative Distribution Function (CDF), while the bottom
panel shows the Probability Density Function in logarithmic
scale. Note that the distribution is clearly not exponential. The
results for a single test are shown in Fig. 4. Based on these
experiments, two important observations are in order. The first
is that, although most packets have small delays as expected
from the use of UDP protocol, very large delays up to 75 steps
and burst losses up to 70% are possible, which are particularly
harmful in unstable systems as it will be shown later. The
second is that there is no apparent correlation between packet
loss and delays and channel conditions does not seem to
exhibit a markovian behavior, thus supporting our choice of
using the buffered time–varying Kalman Filter with a buffer
of 40 steps. Additional experiments and network analysis can
be found also in [24].

IV. WI-FI CONTROL OF UNSTABLE SYSTEMS:
A CASE STUDY

The approach proposed in Sec. II is applied to an exper-
imental benchmark suitable for studying control of unstable
systems over wireless. The chosen application is the remote
stabilization of a Segway–like vehicle (balancing robot) shown
in Fig. 1, which is intrinsically unstable and characterized by
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TABLE II
ROUND-TRIP COMMUNICATION STATISTICS

(AVERAGE OVER 10 RUNS INCLUDING BACKGROUND NOISE)
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trip packet delay averaged over 10 runs: the top panel shows
the Cumulative Distribution Function (CDF), while the bottom
panel shows the Probability Density Function in logarithmic
scale. Note that the distribution is clearly not exponential. The
results for a single test are shown in Fig. 4. Based on these
experiments, two important observations are in order. The first
is that, although most packets have small delays as expected
from the use of UDP protocol, very large delays up to 75 steps
and burst losses up to 70% are possible, which are particularly
harmful in unstable systems as it will be shown later. The
second is that there is no apparent correlation between packet
loss and delays and channel conditions does not seem to
exhibit a markovian behavior, thus supporting our choice of
using the buffered time–varying Kalman Filter with a buffer
of 40 steps. Additional experiments and network analysis can
be found also in [24].

IV. WI-FI CONTROL OF UNSTABLE SYSTEMS:
A CASE STUDY

The approach proposed in Sec. II is applied to an exper-
imental benchmark suitable for studying control of unstable
systems over wireless. The chosen application is the remote
stabilization of a Segway–like vehicle (balancing robot) shown
in Fig. 1, which is intrinsically unstable and characterized by
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make use of the incremental formulation introduced in [12].
For what concerns large delays and packet losses, these papers
present protocols similar to the ones in [13], [14].

This letter is devoted to investigate the specific problem
of packet losses. As a first result, we show that the standard
reference governor can be easily modified to manage packet
losses on either the link from the governor to the control unit
or the reverse one, i.e., when the communication is only par-
tially unreliable. The main contribution of this letter concerns
the interesting case in which both links are lossy. We point
out that the main challenge to design a reference governor for
channels with packet drops is how to deal with the possible
asymmetry of information between the reference governor and
the control units concerning what is the currently applied refer-
ence. In this letter, we compare two different strategies, which
are probably the most obvious to deal with this asymmetry.
The first strategy follows the footsteps of [13] and consid-
ers the setting where, whenever a new reference is received
by the controller, it is applied substituting the previous one.
The second strategy is based on the incremental formulation
of the reference governor [12], that, instead of sending a new
reference, sends through the channel the increment to be pos-
sibly applied to the old reference. The theoretical properties of
both strategies are proved. Simulation examples are reported
which show that, depending on the case study, none of the
two solutions is a priori better than the other. It is interesting
to point out a parallelism with what is well known in the
literature on control over wireless networks: the information
asymmetry which complicates the design is an effect of the
lack of a reliable ACK mechanism [17], and simple strategies
to overcome such problems tend to be suboptimal [18], [19].

II. MODELING AND PROBLEM FORMULATION

Consider a pre-stabilized discrete-time plant

x(t + 1) = Ax(t) + Bu(t) + Bdd(t) (1)

where u(t) ∈ Rm is the actual reference applied to the plant,
x(t) ∈ Rn is the state, d(t) ∈ ! ⊂ Rd is an unknown time-
varying disturbance, A ∈ Rn×n has all the eigenvalues strictly
inside the unitary circle, B ∈ Rn×m, and Bd ∈ Rn×d. We
assume that ! is a compact set containing the null vector.
The system has to satisfy the constraints

H(Cx(t) + Du(t)) ≤ h ∀t ≥ 0 (2)

with C ∈ Rp×n, D ∈ Rp×m, H ∈ Rl×p, and h ∈ Rl.
Constraints as in (2) can generalize every linear constraints
on the input (saturation), on the state (e.g., obstacles in multi-
agent systems), and on combinations of them. In order to
drive the system to a desired reference r(t) ∈ Rm without
violating the constraints, we propose the use of a reference
governor. At each time step t, the governor computes the ref-
erence v(t) ∈ Rm which is the closest (with respect to some
metric) to the desired reference r(t) and such that, if it is
constantly applied from the current time instant onward, the
system will always satisfy the constraints.

We consider the case in which the governor and the plant are
not co-located but are connected through a wireless network.

Fig. 1. Model of reference governor for control over lossy channels.

Fig. 2. Transmission times and computation time in a sampling period.

Ideally, this configuration establishes two links: the uplink for
the communications from the governor to the plant, and the
downlink for the communications from the plant to the gov-
ernor. Due to the losses, the ideal reference v(t) to be applied
to the plant as computed by the governor and the reference
u(t) actually applied can be different. For reasons that will be
clear in the following, we denote by s(t) ∈ Rm the information
transmitted by the reference governor to the plant, that in gen-
eral can be different from v(t). Moreover, we introduce at the
plant side a packet management logic specifically designed
to manage the communications and the applied reference. We
assume that the plant sends both the state x(t) and the value of
the current reference u(t) in the same packet. Fig. 1 represents
the described scenario. The packet losses on the two links are
modeled through two random processes γ and θ : γt is equal
to 1 if s(t) is arrived at the plant before the time instant t
and 0 otherwise, while θt is equal to 1 if the packet contain-
ing u(t) and x(t) is available at the governor when s(t + 1) is
scheduled to be computed, and 0 otherwise. We assume that
θt is independent of γh for any t and h , γt is independent of
γh for t ̸= h , and θt independent of θh for t ̸= h . Note that x(t)
is not available to the governor to compute v(t), because this
would require zero transmission delays both on the downlink
and on the uplink. We represent this situation by introducing
a one-step delay in Fig. 1, while the actual timings within a
sampling period are depicted in Fig. 2.

The information available at the packet management logic
at t-th time step is

IP
t = {γ0s(0), . . . , γts(t), u(0), . . . , u(t − 1),

x(0), . . . , x(t − 1)}

where, with a little misuse of notation, if γi = 0 then
γis(i) = Ø, i.e., s(i) is missing. Using the same notation, the
information available at the governor at time instant t is

IRG
t = {s(0), . . . , s(t − 1), θ0u(0), . . . , θt − 1u(t − 1),

θ0x(0), . . . , θt − 1x(t − 1)}.

The design problem for a reference governor in this set-
ting can be seen as the problem of devising a systematic
way to generate a packet s(t) = f (IRG

t ) as a function of
the information available at the governor side at time t and
a systematic way to generate the command to be applied
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where R is the reachability matrix (in i steps) and !RR
ℓ is the

selection matrix given by the ℓ-th sequence

!RR
ℓ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

γℓ,1Im (1 − γℓ,1)γℓ,2Im . . .
i∏

j=1
(1 − γℓ,j)Im

0 γℓ,2Im . . .
i∏

j=2
(1 − γℓ,j)Im

0 0 . . . . . .

0 0 γℓ,iIm (1 − γℓ,i)Im

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

.

Proposition 4: Assume that the information available at the
governor is

IRG
t = {s(0), . . . , s(t − 1),

θ0u(0), . . . , θt−i−2u(t − i − 2) , u(t − i − 1)

θ0x(0), . . . , θt−i−2x(t − i − 2) , x(t − i − 1)}.
i.e., the last i packets sent over the downlink have been
lost. Then, under the reference reset strategy, with the defi-
nitions (7) and (12), the value s(t) that satisfies the constraints
can be computed as

s(t) = arg min
v

V(r(t), v) (13)

s.t. (x̂ℓ(t|t − i − 1), v) ∈ O∞(i), ℓ ∈ {0, . . . , 2i − 1}. (14)

If the problem does not admit a solution, no packet is sent
and u(t) = u(t − 1).

Proof: Condition (14) imposes that v is admissible for
any plant condition, thus s(t) satisfies the constraints inde-
pendently of the actual arrival sequence. When the problem
is infeasible, to not transmit ensures the constraints by
Lemma 1.

The previous propositions guarantee that both with the addi-
tive update strategy and with the reference reset strategy the
constraints are satisfied. However, which strategy is the best
is not clear a priori, since it depends on the constraints and
on the arrival processes. Moreover, we underline that hybrid
strategies can be devised, where both the problems are solved
and both the solutions are sent, and then the packet man-
agement logic chooses the best to apply. Other logics and
strategies can be devised too. It is clear that the critical point
to design a governor working over networks is the possible
asymmetry of information between the two sides due to the
packet loss.

V. SIMULATIONS

In this section we evaluate the proposed schemes through
numerical simulations. As a comparison, in the following we
also consider a reference governor that is not designed to deal
with packet losses. We call this solution “emulation-based”,
according to the body of literature starting from [6] that pre-
scribes to design a networked control system as if the network
is not present. According to this philosophy, the governor does
not detect a packet loss and it uses the last stored state as if
it is the current state of the plant. We set V(v, r) = |r − v|,
while the desired reference r(t) is a square wave. The loss
probability on both the links is equal to 0, 0.2, 0.6, and 0.8 in
the first, in the second, in the third, and in the fourth quarter
of the simulations, respectively.

Fig. 3. Velocities and the corresponding constraints (Double integrator).

Fig. 4. Positions (Double integrator).

In the first example, we consider a simple double-integrator
system (sampling period T = 0.01 s) controlled through state
feedback. We allocate the eigenvalues at ± 0.5i. The distur-
bance d(t) belongs to the set [−0.05, 0.05] and it affects
the position x, while the constraints are on the velocity
−10 ≤ ẋ ≤ 10. Fig. 3 shows the velocities among the
three strategies and the admissible region according to the
constraints. We see that both the strategies analyzed in this
letter succeed in satisfying the constraints even with high loss
probabilities. On the other hand, the emulation-based governor
violates the constraints in some cases, even with low loss prob-
ability equal to 0.2. Fig. 4 depicts the system responses. We see
that, in this case, additive update is the strategy that achieves
the faster system response. A possible metric to compare
the governors is the summation of the distances between the
applied reference and the desired one, i.e., e = ∑

t |r(t)−u(t)|.
Over the whole simulation, we have that for the reference reset
strategy e ≃ 133, while for the additive update one e ≃ 98: in
this particular case the additive update scheme addresses the
losses more efficiently.

As a second example, we consider the linearized discrete-
time model (sampling period T = 0.01 s) of a segway-like
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where R is the reachability matrix (in i steps) and !RR
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If the problem does not admit a solution, no packet is sent
and u(t) = u(t − 1).

Proof: Condition (14) imposes that v is admissible for
any plant condition, thus s(t) satisfies the constraints inde-
pendently of the actual arrival sequence. When the problem
is infeasible, to not transmit ensures the constraints by
Lemma 1.

The previous propositions guarantee that both with the addi-
tive update strategy and with the reference reset strategy the
constraints are satisfied. However, which strategy is the best
is not clear a priori, since it depends on the constraints and
on the arrival processes. Moreover, we underline that hybrid
strategies can be devised, where both the problems are solved
and both the solutions are sent, and then the packet man-
agement logic chooses the best to apply. Other logics and
strategies can be devised too. It is clear that the critical point
to design a governor working over networks is the possible
asymmetry of information between the two sides due to the
packet loss.

V. SIMULATIONS

In this section we evaluate the proposed schemes through
numerical simulations. As a comparison, in the following we
also consider a reference governor that is not designed to deal
with packet losses. We call this solution “emulation-based”,
according to the body of literature starting from [6] that pre-
scribes to design a networked control system as if the network
is not present. According to this philosophy, the governor does
not detect a packet loss and it uses the last stored state as if
it is the current state of the plant. We set V(v, r) = |r − v|,
while the desired reference r(t) is a square wave. The loss
probability on both the links is equal to 0, 0.2, 0.6, and 0.8 in
the first, in the second, in the third, and in the fourth quarter
of the simulations, respectively.

Fig. 3. Velocities and the corresponding constraints (Double integrator).

Fig. 4. Positions (Double integrator).

In the first example, we consider a simple double-integrator
system (sampling period T = 0.01 s) controlled through state
feedback. We allocate the eigenvalues at ± 0.5i. The distur-
bance d(t) belongs to the set [−0.05, 0.05] and it affects
the position x, while the constraints are on the velocity
−10 ≤ ẋ ≤ 10. Fig. 3 shows the velocities among the
three strategies and the admissible region according to the
constraints. We see that both the strategies analyzed in this
letter succeed in satisfying the constraints even with high loss
probabilities. On the other hand, the emulation-based governor
violates the constraints in some cases, even with low loss prob-
ability equal to 0.2. Fig. 4 depicts the system responses. We see
that, in this case, additive update is the strategy that achieves
the faster system response. A possible metric to compare
the governors is the summation of the distances between the
applied reference and the desired one, i.e., e = ∑

t |r(t)−u(t)|.
Over the whole simulation, we have that for the reference reset
strategy e ≃ 133, while for the additive update one e ≃ 98: in
this particular case the additive update scheme addresses the
losses more efficiently.

As a second example, we consider the linearized discrete-
time model (sampling period T = 0.01 s) of a segway-like

Authorized licensed use limited to: POLO BIBLIOTECARIO DI INGEGNERIA. Downloaded on March 29,2021 at 10:37:31 UTC from IEEE Xplore.  Restrictions apply. 

0% 20% 60% 80%

n Constraints always satisfied even in 
absence of communication
n Safe to communication blackout 
n Predictive packetized control 

n Suitable for non i.i.d. time-varying 
channels

n Performance adapts to quality of 
channel



Safe “control” over wireless: 
MPC approach

M. Pezzutto, R. Carli,M. Farina, L. Schenato. Remote MPC for Tracking over Lossy Networks, IEEE Control Systems Letters, [submitted] 

n Constraints always satisfied even in 
absence of communication
n Safe to communication blackout 
n Predictive packetized control 

n Implemented using experimental Wi-Fi 
in the loop

n Performance adapts to quality of 
channel

0 1 2 3 4 5 6
0

50

100

0 1 2 3 4 5 6
0

50

100

Fig. 3. Blackouts (b/o) since the last received packet with no channel noise.
Top: uplink. Bottom: downlink. Red line indicates bound ⌧ of [4].
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Fig. 4. System response with no channel noise.

constraints. However, the problem is relaxed when it is
infeasible, because the terminal set cannot be reached in N
steps or due to sequences of packet losses longer than ⌧ . In
this work computational time is neglected. This is a crucial
point since not always the MPC problem may be solved
in the prescribed period. Nevertheless, note that excesses of
execution time can be treated as packet loss.

In Fig. 3 we can see the channel behaviour for the case
without additional noise. In particular it reports the blackout
length at time t, defined as indicates the interval since the
last received packet. Note the chosen bound on the number
of consecutive packet losses ⌧ = 20 is always satisfied. In
Fig. 4 we see the corresponding system: the performances
of the two algorithms are almost identical and not visible
effects of packet losses are present.

In Fig. 5, reporting the blackout length for the case with
noise, we can see that the bound ⌧ is violated due to the
new channel condition. Consequently, the existing networked
MPC does no more guarantee constraint satisfaction and, in
fact, as shown in Fig. 6, the limit on the tilt angle is violated
of almost 100%. With different data but collected under the
same noise, the system becomes even unstable. Conversely,
the proposed strategy always satisfies the constraints despite
the critical situation. Roughly speaking this is achieved by
“slowing down”: instead of proceeding forward with the
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Fig. 5. Blackouts (b/o) since the last received packet with channel noise.
Top: uplink. Bottom: downlink. Red line indicates bound ⌧ of [4].
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Fig. 6. System response with channel noise.

maximum tilt angle allowed, namely at the maximum speed,
the tilt angle decreases, indicating that the segway-like robot
is starting to stop. This behaviour implies that the settling
time is approximately 0.5 s slower, but safety is guaranteed.

VI. CONCLUSION

In this work we propose an algorithm based on MPC for
tracking piece-wise constant references under constraints and
over lossy networks. With respect to existing solutions, we
show that constraints are satisfied for any arbitrary channel
condition, and we show that the desired signal is tracked
under mild hypotheses. Wireless-in-the-loop simulations in-
cluding communication data obtained from a Wi-Fi network
confirm that constraints are always satisfied even under
severe noise conditions and show the validity of the proposed
strategy for industrial and safety-critical applications. Future
directions comprise the case with disturbance and the case
of general time-varying references.

APPENDIX

We start providing the proof of Proposition 4.1
Proof: The proposition is proved by induction. Assume

that the problem if feasible for any ⌧ < t. Now we have three
distinct cases: �t = 0, �t = 1 with ⇥t�1 = 1, and �t = 1
with ⇥t�1 = 0. When �t = 0, i.e. when the last packet sent

0 1 2 3 4 5 6
0

50

100

0 1 2 3 4 5 6
0

50

100

Fig. 3. Blackouts (b/o) since the last received packet with no channel noise.
Top: uplink. Bottom: downlink. Red line indicates bound ⌧ of [4].
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Fig. 4. System response with no channel noise.

constraints. However, the problem is relaxed when it is
infeasible, because the terminal set cannot be reached in N
steps or due to sequences of packet losses longer than ⌧ . In
this work computational time is neglected. This is a crucial
point since not always the MPC problem may be solved
in the prescribed period. Nevertheless, note that excesses of
execution time can be treated as packet loss.

In Fig. 3 we can see the channel behaviour for the case
without additional noise. In particular it reports the blackout
length at time t, defined as indicates the interval since the
last received packet. Note the chosen bound on the number
of consecutive packet losses ⌧ = 20 is always satisfied. In
Fig. 4 we see the corresponding system: the performances
of the two algorithms are almost identical and not visible
effects of packet losses are present.

In Fig. 5, reporting the blackout length for the case with
noise, we can see that the bound ⌧ is violated due to the
new channel condition. Consequently, the existing networked
MPC does no more guarantee constraint satisfaction and, in
fact, as shown in Fig. 6, the limit on the tilt angle is violated
of almost 100%. With different data but collected under the
same noise, the system becomes even unstable. Conversely,
the proposed strategy always satisfies the constraints despite
the critical situation. Roughly speaking this is achieved by
“slowing down”: instead of proceeding forward with the
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Fig. 5. Blackouts (b/o) since the last received packet with channel noise.
Top: uplink. Bottom: downlink. Red line indicates bound ⌧ of [4].
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Fig. 6. System response with channel noise.

maximum tilt angle allowed, namely at the maximum speed,
the tilt angle decreases, indicating that the segway-like robot
is starting to stop. This behaviour implies that the settling
time is approximately 0.5 s slower, but safety is guaranteed.

VI. CONCLUSION

In this work we propose an algorithm based on MPC for
tracking piece-wise constant references under constraints and
over lossy networks. With respect to existing solutions, we
show that constraints are satisfied for any arbitrary channel
condition, and we show that the desired signal is tracked
under mild hypotheses. Wireless-in-the-loop simulations in-
cluding communication data obtained from a Wi-Fi network
confirm that constraints are always satisfied even under
severe noise conditions and show the validity of the proposed
strategy for industrial and safety-critical applications. Future
directions comprise the case with disturbance and the case
of general time-varying references.

APPENDIX

We start providing the proof of Proposition 4.1
Proof: The proposition is proved by induction. Assume

that the problem if feasible for any ⌧ < t. Now we have three
distinct cases: �t = 0, �t = 1 with ⇥t�1 = 1, and �t = 1
with ⇥t�1 = 0. When �t = 0, i.e. when the last packet sent



Conclusions & open problems

n Need to look at realistic assumptions (in particular 
communication)

n WI-Fi is suitable for 1kHz applications and 5G is 
coming: needs more experimental work.

n Move from Stability to Safety in Control Over 
Wireless

n Cooperation over Wireless for multi-agent systems: 
pristine area



Questions ?

URL: http://automatica.dei.unipd.it/people/schenato.html

Papers available on personal homepage:


