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Probabilistic Pursuit-Evasion Games: Theory,
Implementation and Experimental Evaluation

René Vidal, Omid Shakernia, H. Jin Kim, David Hyunchul Shim, Shankar Sastry

Abstract— We consider the problem of having a team of
Unmanned Aerial Vehicles (UAV) and Unmanned Ground
Vehicles (UGV) pursue a second team of evaders while con-
currently building a map in an unknown environment. We
cast the problem in a probabilistic game theoretic frame-
work and consider two computationally feasible greedy pur-
suit policies: local-max and global-max. To implement this
scenario on real UAVs and UGVs, we propose a distributed
hierarchical hybrid system architecture which emphasizes
the autonomy of each agent yet allows for coordinated team
efforts. We describe the implementation of the architecture
on a fleet of UAVs and UGVs, detailing components such
as high-level pursuit policy computation, map building and
inter-agent communication, and low-level navigation, sens-
ing, and control. We present both simulation and experi-
mental results of real pursuit-evasion games involving our
fleet of UAVs and UGVs and evaluate the pursuit policies
relating expected capture times to the speed and intelligence
of the evaders and the sensing capabilities of the pursuers.

Keywords— Multi-robot systems, pursuit-evasion games,
multi-agent coordination and control, autonomous vehicles.

I. Introduction

THE BErkeley AeRobot (BEAR) project is a research
effort at UC Berkeley that encompasses the disciplines

of hybrid systems theory, navigation, control, computer vi-
sion, communication, and multi-agent coordination. The
goal of our research is to integrate multiple autonomous
agents with heterogenous capabilities into a coordinated
and intelligent system that is modular, scalable, fault-
tolerant, adaptive to changes in task and environment, and
able to efficiently perform complex missions.

This paper highlights the theory, implementation and
evaluation of probabilistic pursuit-evasion games on the
BEAR test bed of Unmanned Aerial Vehicles (UAVs) and
Unmanned Ground Vehicles (UGVs) shown in Figure 1. In
this scenario, a team of UAV and UGV pursuers attempts
to capture evaders within a bounded but unknown envi-
ronment. We cast the problem in a probabilistic game the-
oretic framework that combines pursuit-evasion games and
map building in a single problem, which avoids the con-
servativeness inherent to classical worst-case approaches.
We consider two computationally feasible pursuit policies:
local-max and global-max. We prove that for the global-
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Fig. 1. The Berkeley AeRobot test bed for pursuit-evasion games.

max policy there exists an upper bound on the expected
capture time which depends on the size of the arena, and
the speed and sensing capabilities of the pursuers.

In order to implement this pursuit-evasion game scenario
on a fleet of UAVs and UGVs, we propose a distributed
hierarchical hybrid system architecture that segments the
control task into different layers of abstraction: high-level
pursuit policy computation, map building and inter-agent
communication; and low-level tactical planning, naviga-
tion, regulation and sensing. Our architecture is modu-
lar and scalable, allowing one to “divide and conquer” a
complex large scale system by developing and integrating
simpler components. Unlike the traditional sense-model-
plan-act decomposition, our architecture takes into consid-
eration the dynamics of each agent so that our system can
achieve real-time performance.

We evaluate the proposed probabilistic framework and
hierarchical architecture through simulation and experi-
mental results on our fleet of UAVs and UGVs. Using
the expected capture time as the performance criterion, we
compare the local-max and global-max pursuit policies on
numerous situations, varying the speed and intelligence of
the evaders and the sensing capabilities of the pursuers.
Our experimental results show that the global-max policy
outperforms the local-max policy in a realistic situation in
which the dynamics of each agent are included and com-
puter vision is used to detect the evaders. Furthermore,
our experiments show that the global-max policy is robust
to changes in the conditions of the game: even though it is
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PROJECT OBJECTIVES

RHC:
•Predictive Approach
•Performances Quantification

POTENTIAL:
•Simple
•Effective

Flocking Bats - Batman Returns (1992)

Wildbeest Stampede - The Lion King (1994)

RECEDING HORIZON CONTROL or 
POTENTIAL-BASED CONTROL?



CONTRIBUTION

• RHC MODELING FOR TWO AGENTS (1 PURSUER, 1 EVADER)

• PREDICTION

• CONTROL

• EXPERIMENTAL RESULTS



RHC APPROACH

The Receding Horizon Control Principle
If the model and objective function are time invariant, then the
same input ui will result whenever the state takes the same value.

That is, the receding horizon optimisation strategy is really a
particular time-invariant state feedback control law:

PSfrag replacements

uk xk
xk+1 = f(xk , uk )

RHC

In particular, we can set i = 0 in the formulation of the open loop
control problem.

Centre for Complex Dynamic
Systems and Control

 RHC ALGORITHM:
1. Solve an optimal control problem over [0, N]
2. [ut,ut+1,..,ut+N-1]→ut

3. New Measure
4. Go to step



PROBLEM FORMULATION

Agents’ dynamics:

Used
Cost Functions:

Control Laws: ui
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RESULTS

THEOREM: Consider the two agents described by the LTI discrete system, controlled 
using the RHC strategy, without any state and input constraints. We define the agents 
distance:

1) CONTROLLER STRUCTURE:
             (Linear Feedback)

ui
t = αi(p, r,N)(xj

t − xi
t − dij)

uj
t = αj(p, r,N)(xi

t − xj
t − dji)

2) STEADY STATE BEHAVIOR: 

eijt = xi
t − xj

t

eij −→ αjdij+αi(−dji)
αi+αj

Cooperative:
            
Competitive:   

dij = −dji −→ ui
t = uj

t = 0 −→
dij �= −dji −→ ui

t, u
j
t = cost −→

Fixed position
            
Convergence along a line

A close form for α been found, and it depends by p,r (the weight in the cost 
function) and by the control horizon N. Moreover α ∈ ]0,1[.  



SIMULATIONS and EXPERIMENTAL RESULTS

0 100 200 300−0.2

0

0.2

0.4

0.6

Time [s]

D
is

ta
nc

e 
[m

]

 

 

Distance along x axis
Distance along y axis

1.4 1.6 1.8 2 2.2 2.4 2.6 2.8
−2.2

−2

−1.8

−1.6

−1.4

−1.2

−1

−0.8

−0.6

0 s

0 s

93 s

93 s

186 s

186 s

279 s

279 s

372 s

372 s

x [m]

y 
[m

]

 

 
Robber
Cop
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VIDEO FRAMES



PLATFORM

Compute/send 
RHC controller

CameraCHARACTERISTIC

•Robots: LEGO Mindstorms NXT
•Control Computer: MacBook Pro 13’’
•Vision System: Microsoft LifeCam Studio
•Communication: Bluetooth



CONCLUSIONS

RESULTS:

• Analytic solution for the pursuit evasion games with RHC.

• Experimental implementation and verification of algorithm.

FUTURE RESEARCH:

• Scalability of our results to larger teams of agents.

• Inclusion of estimators in the algorithms (i.e. use of a ARMA model).


