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Abstract

Nonlinear system state estimation is a very common task. For non-linear system doesn’t exist
an optimal Bayesan estimator and so is necessary to use approximate solutions. The most
common and used estimator in this case is the Extended Kalman Filter which approximates the
non-linear system by a first order Taylor series. A more recent non linear filter is the Unscented
Kalman Filter. In this article the two filters are compared by being applied to the estimation of
the state of MHELI, a VTOL UAV developed by the Unmanned Technologies Research Institute
S.p.A. equipped with an Inertial Measurement Unit and a GPS. Key words:

Nonlinear filtering, kalman filter, UAV, INS/GPS fusion
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1. Introduction

The Kalman Filter is an optimal filter for estimating a linear system. The simplicity, recursive
structure, and mathematical rigour of the derivation of the Kalman Filter make it well-suited
and attractive for use in many practical applications. However, many real-world systems are
nonlinear. An extension of Kalman Filter for nonlinear system is the Extended Kalman Filter.
The EKF accounts for nonlinearities by linearizing the system about its last-known best estimate,
with the assumption that the error incurred by neglecting the higher-order terms is small in
comparison to the first-order terms. The Kalman Filter measurement update equations are
then applied to the linear system, resulting in a suboptimal solution. Although the EKF has
been used successfully in many applications, it has several shortcomings. The EKF operates
by approximating the state distribution as a Gaussian random variable and then propagating it
through the first-order linearization of the nonlinear system. The EKF is a suboptimal nonlinear
filter due to the truncation of the higher-order terms when linearizing the system. The loss of
the higher-order terms can be avoided in the propagation of the state of the system by using the
full nonlinear equations. However, a complete description of the state conditional probability
density requires a potentially unbounded number of parameters.

The Unscented Kalman Filter (UKF) has been developed by J. Julier and and J. Uhlmann
[8] to overcome some of the short-comings of the EKF. The UKF is an extension of the tra-
ditional Kalman Filter for the estimation of nonlinear systems that implements the unscented
transformation. The unscented transformation uses a set of sample, called sigma points, that
approximate the a priori mean and covariance of the state. The sigma points are transformed by
the true nonlinear transformation and the posterior mean and covariance of the state are then
determined from them. The UKF showed to give better accuracy and convergence capability
than EKF in many practical problems.

In this paper we compare the EKF and UKF estimation accuracy applying them to the problem
of state estimation of MHELI, a VTOL UAV developed by the Unmanned Technologies Research
Institute S.p.A..

MHELI is equipped with a large range of sensors. The two principal on-board measurement
systems are the Inertial Navigation System (INS), constituted by three accelerometers, three
gyros and three magnetometers, and the GPS. A barometer is also included to measure the
altitude of the UAV. The fusion of these sensors by an estimation algorithm can considerably
increase the accuracy of the attitude, position and velocity estimation of the UAV, and make
the navigation system more dependable. GPS and INS in fact have complementary capability:
INS gives, with an high working frequency, position of the UAV integrating the accelerations
and angular rate sensed by the inertial sensors. It doesn’t require any external signal, making
the vehicle totally autonomous. However the estimated position will eventually drift from the
real position because of the accumulation of errors due to the sensors noise and numerically
integration. GPS receiver can measure the position of the vehicle to the required precision.
However the GPS accuracy depends on external factor and a GPS solution could be unavailable
for several seconds because of the occlusions of satellite signals.

The estimation problem is highly non linear because both the system and the measurement
model of sensors present strong nonlinearities, it is so a good field of comparison for EKF and
UKF.

The article is organized as follows: in section 2 EKF and UKF are presented, in section 3 the
process and measurement models describing the MHELI are explained, in section 4 the filters
implementation issues and the numerical are described, finally in section 5 the conclusions of
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the paper are discussed.

2. Background on EKF and UKF

2.1. Extended Kalman Filter

The EKF is an algorithm which permits to estimate the state of a non-linear system starting
from the uncertain knowledge of the system model and noisy measurements of its state. The
uncertainty on the model and on the measurements can be summarized from process and mea-
surements gaussian noise variables v and n, with means v̄ and n̄ and covariance matrixes Rv

and Rn.
Given a non-linear digital system:

xk+1 = f(xk, uk, vk, k) (2.1.1)

yk = h(xk, nk, k) (2.1.2)

xk ∈ IRNx vk ∈ IRNv nk ∈ IRNn

where f and h are non-linear functions, Nx is the state dimension, Nv is the process noise
dimension and Nn is the measurement noise dimension, the EKF recursively estimate its state
starting from the last time step estimation and from the actual measurements and inputs.
It consists of two difference phase: the Time-Update and the Measurement-Update. In the
Time-Update the last available estimation and its covariance are propagated through the model
equations to obtain a prior estimation of the actual state x̂−k . In the Measurement-Update the
posterior estimation x̂k is obtained from the correction of the prior by including the informations
obtained from the measurements.

The EKF needs the system to be linearized obtaining the Jacobian matrixes:

Ak =
∂f(x, uk, v̄)

∂x

∣
∣
∣
x̂k

(2.1.3)

Fk =
∂f(x̂k, uk, v)

∂v

∣
∣
∣
v̄

(2.1.4)

Hk =
∂h(x, n̄)

∂x

∣
∣
∣
x̂−

k

(2.1.5)

Gk =
∂h(x̂−k , n)

∂n

∣
∣
∣
n̄
. (2.1.6)

The needs of linearization is the largest shortcoming of the EKF. In case of strong nonlinearities
the approximation by a Taylor series expansion can lead to instability of the filter and in some
case they may not exist. The EKF is summarized in algorithm 1. For more detail see [10].
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Algorithm 1 Filtro di Kalman Esteso (EKF)

• Initialization:

x̂0 = E {x0} (2.1.7)

Px0
= E

{
(x0 − x̂0)(x0 − x̂0)

T
}

Rv = E
{
(v − v̄)(v − v̄)T

}

Rn = E
{
(n− n̄)(n− n̄)T

}

• for k = 1, . . . ,∞

1. Jacobian matrixes A and F computation :

Ak =
∂f(x, uk, v̄)

∂x

∣
∣
∣
x̂k

(2.1.8)

Fk =
∂f(x̂k, uk, v)

∂v

∣
∣
∣
v̄

(2.1.9)

(2.1.10)

2. Time-Update: mean and covariance prediction

x̂−k = f (x̂k−1, uk−1, v̄, k − 1) (2.1.11)

P−
xk

= Ak−1Pxk−1
AT

k−1 + Fk−1RvF
T
k−1 (2.1.12)

3. Jacobian matrixes H and G computation:

Hk =
∂h(x, n̄)

∂x

∣
∣
∣
x̂−

k

(2.1.13)

Gk =
∂h(x̂−k , n)

∂v

∣
∣
∣
n̄

(2.1.14)

4. Measurement-Update: prediction correction

Kk = P−
xk
HT

k

(
HkP

−
xk
HT

k +GkRnGk

)−1
(2.1.15)

x̂k = x̂−k +Kk

(
yk − h(x̂−k , uk, n̄, k)

)
(2.1.16)

Pxk
= (I −KkHk)P

−
xk

(2.1.17)
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2.2. Unscented Kalman Filter

The Unscented Kalman Filter is a recursive method for state estimation in non linear systems,
developed by J. Julier and and J. Uhlmann. It is based on a simple intuition: it is easier to
approximate a Gaussian distribution than it is to approximate an arbitrary nonlinear function
or transformation [8]. Starting from this basic idea is possible to find a parametrization which
captures the mean and covariance information while at the same time permitting the direct
propagation of the information through an arbitrary set of nonlinear equations. This can be
done sampling the prior distribution choosing a finite number of points so that their sample
mean and sample covariance are the same of the original distribution. The points (called sigma-
points) are then propagated through the non-linear transformation, obtaining a cloud of points
in the transformed space, and their mean and covariance are computed. This method permits
to avoid the linearization and takes the name of Unscented Transformation (UT).

It differs from a Monte Carlo Method in two relevant aspects:

1. in a Monte Carlo method the samples are randomly taken, instead in the UT they are
selected following precise rules

2. the distribution is approximated by a small number of points, instead of the thousands of
points usually needed by a Monte Carlo Method.

Let’s consider the propagation of anN -dimensional gaussian variable x, of mean x̄ and covariance
Pxx, through an arbitrary nonlinear function f :

y = f(x). (2.2.1)

To obtain the first and second order moments of y, N + 1 sigma points X are selected and a
weight W is assigned to each of them:

X0 = x̄ W0 = κ/(N + κ)

Xi = x̄+
(√

(N + κ)Pxx

)

i
Wi = 1/2(N + κ) i = 1, . . . , N

Xi+N = x̄−
(√

(N + κ)Pxx

)

i
Wi+N = 1/2(N + κ) i = 1, . . . , N

(2.2.2)

where
∑2N

i=0Wi = 1,
(√

(N + κ)Pxx

)

i
is the i-th column of the square root weighted covariance

matrix (N +κ)Pxx and κ is a scalar parameter. Since there are several square-roots of a matrix,
any orthonormal rotation of a set of sigma-points is still a valid set.

The sigma points are then propagated trough the non linear function obtaining the points

Yi = f(Xi) , i = 0, . . . 2N, (2.2.3)

and the predicted mean and covariance are calculated:

ȳ =
2N∑

i=0

WiYi (2.2.4)

Pyy =

2N∑

i=0

Wi[Yi − ȳ][Yi − ȳ]T (2.2.5)

(2.2.6)



7.

In [7] is shown that the mean and covariance of y, obtained by the Taylor series linearization,
are respectively corrupted at the second and fourth order. Instead, using the UT, both mean
and covariance have a fourth order precision. Further the higher order errors can be reduced by
a proper choice of κ.

The dispersion of the sigma points from the mean increases proportionally to N because the
distance between the generic point Xi and x̄ is proportional to

√
N + κ. Although the mean

and covariance of the prior are still correctly captured it can be a problem in presence of strong
nonlinearties. In this case the large dispersion of the points can bring to sample nonlocal effects.
To solve this problem the dispersion can be increased or reduced by changing the parameter
κ: for κ > 0 the distance between the points and x̄ increases, for κ < 0 it becomes smaller.
However the choice of a negative value for κ can results in a non positive definiteness of the
predicted covariance. To overcame this shortcoming a modified version of the UT, called Scaled
Unscented Transformation (SUT), has been developed [9].

The SUT introduces other degrees of freedom in the choice of the sigma points dispersion and
avoids the non-positive definiteness of the covariance, by adding two scaling parameter α and β.
α controls the distance of the points from the mean and has to be chosen between 0 and 1. β is
a non negative parameter that is used to add informations about the third and higher moments
of the probability function, if they are known. For gaussian prior the optimal value is β = 2 [9].

The Unscented Kalman Filter is a Kalman Filter where the mean and covariance prediction
of the system state are obtained by the SUT. To incorporate the effect of the process and
measurements noise the state space is augmented with noise variables. The augmented state is:

xa
k =





xx
k

xv
k

xn
k



 =





xk

vk

nk



 (2.2.7)

and its dimension is N = Nx + Nv + Nn where Nx is the system state dimension and Nv and
Nn are respectively the process and measurement noise dimensions. They are supposed to be
gaussian and zero-mean with covariance matrices Rv and Rn. The augmented state covariance
is:

P a =





Px 0 0
0 Rv 0
0 0 Rn



 . (2.2.8)

The UKF is summarized in algorithm 2.
The most computational burning operation is the calculation of the square-root of the covari-

ance matrix in the sigma points extraction. To reduce the computational complexity is possible
to use the square root form of the algorithm called the Square-root Unscented Kalman Filter.
In this version the square root of the covariance matrix is directly propagated in the form of its
Cholesky factorization, preventing its extraction at each iteration. The algorithm needs some
algebra techniques like QR decomposition, Cholesky factor updating and efficient pivot-based
least squares, for more details see [13] and [14]. It has the same accuracy of the standard UKF
form and better numerical stability, for these reasons we implemented this form for our purpose.
The SRUKF is fully described in algorithm 3.
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Algorithm 2 Unscented Kalman Filter

• Initialization:

x̂0 = E{x0} Px0
= E{(x0 − x̂0)(x0 − x̂0)

T }

x̂a
0 = E{xa

0} = [x̂0 0 0]T P a
0 = E{(xa

0 − x̂a
0)(x

a
0 − x̂a

0)
T } =





Px0
0 0

0 Rv 0
0 0 Rn





• for k = 1, . . . ,∞

1. Sigma-points extraction:

X a
k−1 =

[

x̂a
k−1 x̂a

k−1 +
√

(N + λ)P a
k−1 x̂a

k−1 −
√

(N + λ)P a
k−1

]

(2.2.9)

2. Time-Update:

X a
k|k−1 = f

(
X x

k−1,X v
k−1, uk−1

)
(2.2.10)

x̂−k =
2N∑

i=0

W
(m)
i X x

i,k|k−1 (2.2.11)

P−
xk

=

2N∑

i=0

W
(c)
i [X x

i,k|k−1 − x̂−k ][X x
i,k|k−1 − x̂−k ]T (2.2.12)

3. Measurement-Update:

Ya
k|k−1 = h

(

X x
k|k−1,X n

k−1

)

(2.2.13)

ŷ−k =

2N∑

i=0

W
(m)
i Yi,k|k−1 (2.2.14)

Pyk
=

2N∑

i=0

W
(c)
i [Yi,k|k−1 − ŷ−k ][Yi,k|k−1 − ŷ−k ]T (2.2.15)

Pxkyk
=

2N∑

i=0

W
(c)
i [X x

i,k|k−1 − x̂−k ][Yi,k|k−1 − ŷ−k ]T (2.2.16)

Kk = Pxkyk
P−1

yk
(2.2.17)

x̂k = x̂−k +Kk(yk − ŷ−k ) (2.2.18)

Pxk
= P−

xk
−KkPyk

KT
k (2.2.19)

• where:
λ = α2(N + κ) −N

W
(m)
i = λ

N+λ
i = 0

W
(c)
i = λ

N+λ
+ (1 − α2 + β) i = 0

W
(m)
i = W

(c)
i = 1

2(N+λ) i = 1, . . . , 2N

(2.2.20)
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Algorithm 3 Square-Root Unscented Kalman Filter

• Initialization:

x̂0 = E{x0} Sx0
= chol{E{(x0 − x̂0)(x0 − x̂0)

T }} Sv =
√
Rv Sn =

√
Rn

x̂a
0 = E{xa

0} = [x̂0 0 0]T Sa
0 = chol{E{(xa

0 − x̂a
0)(x

a
0 − x̂a

0)
T }} =





Sx0
0 0

0 Sv 0
0 0 Sn





• For k = 1, . . . ,∞

1. Sigma points extraction:

X a
k−1 =

[

x̂a
k−1 x̂a

k−1 +
√

(N + λ)Sa
k−1 x̂a

k−1 −
√

(N + λ)Sa
k−1

]

(2.2.21)

2. Time-Update:

X a
k|k−1 = f

(
X x

k−1,X v
k−1, uk−1

)
(2.2.22)

x̂−k =

2N∑

i=0

W
(m)
i X x

i,k|k−1 (2.2.23)

S−
xk

= qr

{√

W
(c)
1

(
X1:2N,k|k−1 − x̂−k

)
}

(2.2.24)

S−
xk

= cholupdate
{

S−
xk
,X0,k|k−1 − x̂−k ,W

(c)
0

}

(2.2.25)

Ya
k|k−1 = h

(

X x
k|k−1,X n

k−1

)

(2.2.26)

ŷ−k =
2N∑

i=0

W
(m)
i Yi,k|k−1 (2.2.27)

3. Measurement Update

Syk
= qr

{√

W
(c)
1

(
Y1:2N,k|k−1 − ŷ−k

)
}

(2.2.28)

Syk
= cholupdate

{

S−
yk
,Y0,k|k−1 − ŷ−k ,W

(c)
0

}

(2.2.29)

Pxkyk
=

2N∑

i=0

W
(c)
i [X x

i,k|k−1 − x̂−k ][Yi,k|k−1 − ŷ−k ]T (2.2.30)

Kk =
(
Pxkyk

/ST
yk

)
/Syk

(2.2.31)

U = KkSyk
(2.2.32)

x̂k = x̂−k +Kk(yk − ŷ−k ) (2.2.33)

Sxk
= cholupdate

{
S−

xk
, U,−1

}
(2.2.34)



10.

3. UAV Modeling

3.1. Kinematic Model

To describe the attitude, position and velocity of the UAV we make use of different reference
frames: the NED, the WGS84 and the Body-frame. The NED is the local inertial reference
frame. It is fixed on a point on the ground, the N axis points to the geographic north, the E to
the East and D is parallel with the gravitational field. The body-frame is fixed with respect to
the UAV and has its origin in the its center of mass. The WGS84 is a geodetic reference frame,
centered in the earth center of mass and fixed with respect to the earth rotation. The position
in WGS84 are expressed in terms of latitude φ, longitude λ and altitude h.

The aircraft is described by its kinematic model. The state space is composed from the
variables of position velocity and attitude. Other variables representing the sensor biases are
added to permit them estimation. The global state space has 19 variables:

X = [P T V T qT aT
bias ωT

bias HT
bias]

T

= [φ λ h u v w q0 q1 q2 q3 axb
ayb

azb
ωpb

ωqb
ωrb

Hxb
Hyb

Hzb
]T

Variable Description Variable Description

φ latitude (WGS84) axb
accelerometer bias on x

λ longitude (WGS84) ayb
accelerometer bias on y

h altitude (WGS84) azb
z accelerometer bias on z

u x velocity (Body-frame) ωpb
gyro bias on roll-rate

v y velocity (Body-frame) ωqb
gyro bias on pitch-rate

w z velocity (Body-frame) ωrb
gyro bias on yaw-rate

q0 quaternion Hxb
magnetometer bias on x

q1 quaternion Hxb
magnetometer bias on y

q2 quaternion Hxb
magnetometer bias on z

q3 quaternion

The attitude of the UAV is described by the quaternions to avoid the typical singularities of
the Euler angles representation. The quaternion dynamics is:

q̇ = −1

2







0 ωp ωq ωr

−ωp 0 −ωr ωq

−ωq ωr 0 −ωp

−ωr −ωq ωp 0













q0
q1
q2
q3







(3.1.1)

where ωp, ωq and ωr are respectively the roll-rate, pitch-rate and yaw-rate. The quaternion
dynamic can be discretized by a closed form. Assuming constant angular rates during the
sample time, the UAV rotations will be:

∆φ = ωp · ∆T
∆θ = ωq · ∆T
∆ψ = ωr · ∆T,

(3.1.2)

where φ, θ and ψ are the roll, pitch and yaw angles. Defining the skew matrix

Φ∆ =







0 ∆φ ∆θ ∆ψ
−∆φ 0 −∆ψ ∆θ
−∆θ ∆ψ 0 −∆φ
−∆ψ −∆θ ∆φ 0







(3.1.3)
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and the variable

s =
1

2

√

(∆φ)2 + (∆θ)2 + (∆ψ)2 (3.1.4)

the discrete time quaternion evolution will be:

qk+1 =

[

I(cos(s) + λ · j · ∆T ) − 1

2
Φ∆

sin(s)

s

]

qk. (3.1.5)

In this equation j = 1− ‖ q ‖2 and λ is a Lagrange multiplier which forces the quaternion
norm to the unit, avoiding the error due to numerical integration [12]. The numerical stability
is ensured for λ · ∆T < 1 [3].

The velocity of the UAV is described in body-frame. The temporal evolution is obtained by
the acceleration measured by the accelerometers purified from the terms don’t due to the linear
motion: the centripetal acceleration and gravity. The centripetal acceleration is due to the
rotation of the UAV and to the offset of the IMU from the center of mass rIMU :





acx

acy

acz



 =





ωp

ωq

ωr



 ×





u
v
w



 +





ωp

ωq

ωr



 ×









ωp

ωq

ωr



 ×





rIMUx

rIMUy

rIMUz







 (3.1.6)

where the component due to angular acceleration are neglected. The component of gravity are
obtained projecting the gravity vector into the body frame by the Tbi, the rotational matrix
which converts a vector from NED to body-frame:





gx

gy

gz



 = Tbi





0
0
g



 (3.1.7)

where

Tbi =





1 − 2(q22 + q23) 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) 1 − 2(q21 + q23) 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 − q0q1) 1 − 2(q21 + q22)



 . (3.1.8)

Representing the vectorial products by using a skew-symmetric matrix, the global acceleration
is then:





u̇
v̇
ẇ



 =





ax

ay

az



 − Ω





u
v
w



 − Ω2





rIMUx

rIMUy

rIMUz



 − Tbi





0
0
g



 (3.1.9)

where ax, ay and az are the global accelleration in body axis accelerations and

Ω =





0 −ωr −ωq

ωr 0 −ωp

ωq ωp 0



 . (3.1.10)

The UAV position is expressed in WGS84 in order to simplify the comparison with the GPS
measurements. To obtain the position from the velocity, that are expressed in body-frame, two
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rotations are required: from body-frame to NED and from NED to WGS84:




φ̇

λ̇

ḣ



 =






1
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(3.1.11)

Position and velocity equation can be discretized by a first order Euler discretization

Pk+1 = Pk + Ṗk∆T

Vk+1 = Vk + V̇k∆T,

where Ṗ and V̇ are given by (3.1.11) and (3.1.9).

3.2. Sensor Model

The UAV is equipped with a large number of sensors. It has an IMU, containing three accelerom-
eters, three gyros and three magnetometers, a GPS receiver and a barometer. Accelerometers
and gyros measure accelerations and angular rates in body-frame and drive the kinematic model.
They are supposed to be afflicted by bias and gaussian noise. The biases are supposed to be
constant or slow-varying, them evolution can be represented like a random-walk process.

Magnetometers, GPS and barometer are instead used in the measurement-update. Magne-
tometers sense the magnetic field components around the body-axis, giving an indirect measure
of the attitude:

Hmag = Tbi ·HWgs84 +Hb + nH (3.2.1)

where HWgs84 is the magnetic field vector in the geodetic position of the UAV, given by the
standard WGS84, Hb is the vector of magnetometers biases and nH is a gaussian noise.

The accelerometers also can give a measurements of the attitude. While being used like
inclinometers, they sense the gravity vector components along the body-axis:

aincl = Tbi





0
0
g



 + ab + na. (3.2.2)

The measurement is accurate only in case of stationary flight, otherwise the vehicle accelerations
will be summed to the gravity components.

GPS measures the latitude, longitude and altitude of the UAV. It has a variable accuracy
dependents from several factors, like position of satellites and multi-path of the signal. The
actual accuracy of the GPS data are described by the signal PDOP [5]. We summarize all
sources of error in a gaussian noise variable with covariance varying according to the PDOP.
The position error due to the GPS receiver displacement with respect to the center of mass rGPS

is negligeable, whereas it has to be considered in the velocity computation. The measurement
model is:

PGPS
k = Pk + npk

(3.2.3)

V GPS
k = TbiVk + Tbi · [ωk × rGPS ] + nvk

. (3.2.4)
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Barometer give a measure of the altitude, sensing the atmospheric pressure. They are related
by a non-linear transformation given by the International Standard Atmosphere (ISA) model:

pbaro = p0

(

1 − Γh

T0

) g

RdΓ

(3.2.5)

where

h = altitude [m]

Γ = temperature gradient [K/m]

Rd = gas constant in the air [J/KgK]

g = gravity [N ]

p0 = atmospheric pressure at sea level [Pa]

pbaro = sensed atmospheric pressure[Pa].

The altitude obtained by the barometer is with respect to the mean sea level, described in the
standard EGM96 [2], where the one given by the GPS is with respect to the WGS84. When
comparing the two data is so necessary to take count of the difference by a bias term biasBaroGps

which represent the theoretical gap from the two measurements.

3.3. The Complete Model

The complete process and measurements models are now presented. The process model consists
of the kinematic model and of the sensor biases evolution equations. The accelerations and
angular rates are purified by the bias and noise terms:

ā = a− abias − va (3.3.1)

ω̄ = ω − ωbias − vω. (3.3.2)

Then the complet non linear process model will be:
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 (3.3.5)

ȧb = vab
(3.3.6)

ω̇b = vωb
(3.3.7)

Ḣb = vhb
. (3.3.8)

where

Ω̄ =





0 ω̄r −ω̄q

−ω̄r 0 ω̄p

ω̄q −ω̄p 0



 . (3.3.9)
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We can see that the additive noise sensor terms, once integrated in the model, results in a
non-linear process noise.

The complete non-linear measurement model is:
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(3.3.10)

4. Implementation and Results

4.1. Filters Implementation

To use the process and measurements models into a digital estimation algorithm, they have
to be digitalized. Furthermore the EKF requires also them linearization. Some considerations
have to be done about the order in which exploit these two operations. In the previous section
we showed that position and velocity can be discretized by a first order Euler discretization
and biases by a random walk. The quaternion dynamics instead has a non-linear digital closed
form. Linearizing the velocity and position by a first order Taylor expansion, we will have
the same result independently by the order of linearization and discretization. Instead the
quaternion dynamic is linear in continuous time but non-linear in discrete time, the order of
the two operations is so more relevant. To conserve the stability of the closed form solution we
choose to linearize the non-linear digital form, instead of discretize the linear continuous time
form. For more detail and for a comparison of the results obtained by a different choice see [11].

A critical phase of the filter implementation is the initialization. The sensor noise covariance
has been obtained by the calibration of the real sensors. The artificial noise which drives the
bias estimation can be tuned to help the convergence. The biases are supposed constant or
slow-varying, so the artificial noise must have a small covariance. In this way it prevents rapid
variation of the estimate and avoids, for example, that large accelerations could be interpreted
from the filter like a picks of accelerometers bias.

Another key parameter is the initial covariance of state estimation error. For attitude and
position relatively large values have been chosen, where for velocity and biases a very small one.
In fact biases are unknown but very small, because the sensors are already calibrated.

A relevant aspect to take in count during filters implementation is the sensor signal timing.
The IMU works at 100Hz and the GPS at 4Hz, but, because of external factors, a GPS measure
can also be unavailable for a long period. The filters work at 40Hz, and so at each iteration a
new IMU signal will be available but not always a new GPS data. It is signed by the GPS flag,
so, first of include the GPS in the Measurements-Update, a test on it is necessary.

4.2. Vehicle Operating Mode

To ensure a better estimation, the flight has been divided in phases called Vehicle Operating
Mode (VOM), and a different set of filters parameters have been chosen for each phase. The
three phases are Initialization, Warm-Up and Ready.
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During the Initialization the filter parameters and states are initialized. Moreover the biasBaroGps

is calculated by an average of the measures of the two sensors.
The Warm-Up is performed while the UAV is still on the ground. Using the certain information

about the zero velocity of the vehicle, is possible to obtain a better and faster estimation of the
initial attitude and sensor biases. The GPS velocity noisy measurement is substituted in the
Measurements-Update by an artificial null measure, with zero covariance.

Trying to estimate both the accelerometers and magnetometers bias while the vehicle doesn’t
move, brings to a slower convergence of that variables. This happen because both the sensors are
used for attitude estimation and the effect that their bias have on it are not easily observable.
For this reason the magnetometer bias estimation is stopped during the Warm-Up. To see the
effect that brings a different choice see [11].

In the Ready phase the UAV is ready to fly. The GPS velocity signal is fed trough the filter
and the magnetometer bias estimation is activate.

4.3. Simulator

To validate the filters they have been tested in simulation using an high fidelity simulator
developed in U.T.R.I.. It represent implement the dynamic model of the UAV and the real
working of the sensors. The dynamic model is driven by the command coming from a joystick.

4.4. Numerical Result

A set of different test have been developed in order to have a complete comparisons between
EKF and SRUKF

The first simulation takes in count the typical condition of a real mission, considering an initial
attitude estimation error of about 5 degrees on each attitude angle. The initial attitude for an
UAV VTOL is really important because the trust direction depends on it. To have a precise
vertical take off the UAV has to be well oriented with respect to the ground (often a stabilized
platform is used for this task), and so the initial attitude is well known and usually the initial
error will not be larger than 5 degrees. The initial position error is about 10 meters and the
velocity error is null.

To help the results readability the attitude is showed inEuler angles and the position is con-
verted from degree to meters, passing from geodetic position to NED position.

To test the filters in the worst working conditions we chose a really aggressive trajectory.
The results of the first simulation are showed in figures 1-11. As we can see the two filters

performance are almost identical and both give a very precise estimation of the state of the
UAV. The initial error on pitch and roll is instantly reduced, and it further decreases after the
take off. The yaw error estimation remains large during the warm-up and decreases only after
the take-off. The yaw angle is mainly observable by the magnetometers measurements and so
it converges after the estimation of them biases. As we can see in figure 11 (a) the gyro biases
are estimated very quickly, this because during the Warm-Up, using the certain information of
the null velocity of the vehicle, the gyro output consist only of noise and bias, and so they are
easily observable. Also the y and z axes accellerometer biases have a rapid convergence. Instead
abx

, not observable while the UAV is on the ground, converges after the take off, when the
acceleration components of the UAV are summed to the gravity vector. The magnetometer bias
estimation is activated in the ready phase and rapidly converges. From figures 5 6 is possible
to note that position and velocity estimation is more precise than GPS measurments. These
are represented like a square signal because of the lower working frequency respect to the filter.
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The altitude estimation error is smaller than others thanks to the fusion of barometer and GPS
data. In figure 4 is shown how the quaternion norm, thanks to the lagrange term λ of equation,
is close to the unit.
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Figure 1: EKF and UKF comparison: Roll estimation.
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Figure 2: EKF and UKF comparison: Pitch estimation.
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Figure 3: EKF and UKF comparison: Yaw estimation.
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Figure 5: EKF and UKF comparison: North displacement estimation.
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Figure 6: EKF and UKF comparison: East displacement estimation.
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Figure 7: EKF and UKF comparison: altitude estimation.
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Figure 9: EKF and UKF comparison: v estimation.
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Figure 10: EKF and UKF comparison: w estimation.



21.

Gyro Bias

Time Steps

ra
d
/s

ec

ωp

ωq

ωr

0 2000 4000 6000 8000 10000 12000
-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

(a) Gyros bias

Accelerometer Bias

Time Steps

g

abx

aby

abz

0 2000 4000 6000 8000 10000 12000
-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

(b) Accelerometers bias

Time Steps

G
au

ss

Magnetometer Bias

Hbx

Hby

Hbz

2000 4000 6000 8000 10000 12000

0

0.005

0.01

0.015

0.02

0.025

0.03

(c) Magnetometer bias
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In a real mission could happen to loose the GPS signal. To consider this case we repeated
the same simulation showed above but the GPS signal has been switched off for period of forty
seconds. The comparison with the previous case is shown in figures 12 and 13. As example the
roll and v variables have been considered, but the trends of other variables are similar. The
lost of GPS brings to a little decreasing on velocity estimation quality, but it doesn’t affect the
attitude estimation. This underline the robustness of the developed filters.
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Figure 12: v stimation errors in the with the GPS signal always available (a) and in case of loss
of GPS signal (b).
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Figure 13: Roll stimation errors in the with the GPS signal always available (a) and in case of
loss of GPS signal (b).
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The simulations showed that UKF and EKF, independently from loss of GPS, give very
similar results while having a small initial estimation error. We now consider the case of a large
initial error. In the following simulation the initial attitude error is of about 40 degrees on
each angle, and also the initial state covariance is larger (Fig 14). In this case the UKF has a
faster convergence with respect to the EKF , but after a settling time the performance become
identical.

An interesting case is the one which sees a wrong setting of initial covariance. If the initial
estimation error is very large, but the initial covariance is not increased according to it, we have
the results showed in figure 15. The EKF diverges while the UKF converges. The divergence of
attitude angles brings also the divergence of all the other state variables.
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Figure 14: Attitude estimation in case of large initial error.
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Figure 15: Attitude estimation in case of large initial error but a small initial covariance.

5. Conclusions

In this article we presented the comparison of EKF and UKF applied to UAVs state estima-
tion. The filters fuse the data of gyros, accelerometers, magnetometers, GPS and barometer,
to estimate the attitude, position and velocity of the UAV and the biases of the sensors. The
tests have been made simulating real working conditions, in particular the loss of GPS signal
has been considered.

The results show that the two filter give almost identical performance in case of good knowledge
of the initial state. Instead if the initial estimation error grows the UKF has a faster convergence
with respect to the initial estimation error. Moreover it results more robust with respect to the
choice of filter initial parameters, whereas a wrong choice of estimation error covariance brings
the EKF to instability. This difference depends on the nature of the two filters. The EKF
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obtains the posterior by linearization of the system equations; opposing the UKF , instead
of approximate the non-linear system, approximates the prior by a limited number of points
(sigma-points). The posterior is then obtained propagating these points through the original
non-linear function. The two approaches give similar results if the initial uncertainty is very
close to the mean. In this case the sigma-points are close one to each other sampling in this way,
like the EKF, only the linear component of the non-linear function. If the prior tail is wider
around the mean, then the hypothesis of local linearity of the EKF is no more consistent and
brings to a drastic approximation, while the sigma-points still well represent the posterior.

The real improvement which the UKF with respect to the EKF is so strictly problem related
and depends on type of non-linearity and the level of uncertainty.

Other considerations have to be done about the computational complexity. In several works [6]
[13] the UKF is presented as less heavier, because it doesn’t require the jacobian computation
at each time step. Although it has been easier to implement, in our simulation the SRUKF
resulted more time consuming than EKF. Analogous results have been obtained in [15] [4] [1].

Considering that in a real mission the initial state of the UAV is well known, and that the
computation resources are restricted, the EKF results more appropriate in our case.
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