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This work presents a robust technique, based on Krylov subspace method, for the reduction of large-scale state-space models
arising in many electromagnetic applications in fusion machines. The proposed approach, built on the Arnoldi algorithm, aims
at reducing the number of states of the system and lowering the computational effort, with a negligible loss of accuracy in the
numerical solution. A detailed performance study is presented on an ITER-like machine, addressing both 2D and 3D problems.
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I. INTRODUCTION

Electromagnetic fusion devices are large-scale machines,
and their analysis and design involve the modeling of nu-
merous complex subsystems and their coupling. The accuracy
constraints together with the large geometrical size of these
machines typically lead, through FEM formulations (here
used to denote any computational method, including both
differential and integral formulations), to the definition of
high-dimensional state-space systems. Such arising problems
are numerically difficult to treat because of the computational
burden and memory requirements, and, moreover, show the
limitation of the employment of standard models within a real-
time control or estimation loop. It is clear that the coupling
between FEM and model order reduction (MOR) is very inter-
esting because it would make the resolution of very complex
problems not only feasible, but also more affordable [1]. This
is a particular key issue in the respect of fusion devices, where
an algorithm is required to be not only accurate but also fast
enough to allow real time implementation.

In this framework, the computation of passive conducting
structures response and their effects (e.g. their contribution to
the magnetic measurements) is directly linked to the identifi-
cation of plasma shape and position, so it is a crucial target
to implement real time plasma control. Since the description
of both the plasma and the passive structures requires a fine
discretization, such problem is characterized by a high number
of states that are strongly correlated. It is clear that the
adoption of MOR is strongly suggested to obtain compact and
manageable models [2].
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MOR procedure has been widely studied and applied during
the latest decades, in particular in association with FEM for-
mulated problems. Among the different MOR techniques, this
paper presents a method via Krylov subspace projection, built
on the Arnoldi algorithm, which allows to avoid numerical
instabilities when computing the reduced order model, and
exploits both input/output Krylov methods.

Krylov-bsed MOR is summarized in Section II and the
problem formulation is presented in Section III. A performance
study on both 2D and 3D problems is presented in Section IV.

II. MODEL ORDER REDUCTION (MOR)

The description of the dynamics of many electromagnetic
systems in terms of a high dimensional state vector x of
size n (whose physical meaning changes depending on the
problem) leads to a linear, stable, time invariant, multi-input
multi-output system (input u of size m, output y of size p):{

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(1)

Krylov-based MOR considers the representation of the transfer
function of (1) as a Laurent series and matches a given number
of expansion coefficients (named moments) between the re-
duced order system of size ñ and the full order system of size
n to guarantee a suitable approximation of the input/output
behaviour. The reduced order model Σ(Ar,Br,Cr,Dr) can
be obtained by projection of the system matrices:

Ar = WTAV Br = WTB Cr = CV Dr = D (2)

where the columns of either V or W span alternatively the
subspaces Kin,Kout [3] and the other matrix W (V ) is chosen
so that Ar results to be nonsingular:

Kin(A−1,A−1B) = span{A−1B, ... ,A−ñB} (3)
Kout(A

−T ,A−TCT ) = span{A−TCT , ... , (A−ñ)TCT } (4)
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As can be seen from equations (3), (4) there are two different
projection subspaces onto which the transfer function can
be projected, named respectively the input Krylov and the
output Krylov, and the choice between them depends on the
information contained in the input and output spaces, such as
dimension and linear dependency.

For multi-input multi-output (MIMO) systems the expansion
coefficients of the transfer function are a set of m × p
matrices, and the number of matching parameters results
to be mp(ñ/m) = pñ for the input Krylov method and
mp(ñ/p) = mñ for the output Krylov method [4].

However, in a finite precision arithmetic, the computation
of a basis of Krylov subspace through (3), (4) can lead to
numerical issues [6] that can be avoided using the numerically
robust Arnoldi algorithm based on modified Gram-Schmidt: a
set of orthonormal vectors are iteratively computed to build a
basis for a given Krylov subspace.

It can be proved [4] that the input/output behaviour of the
reduced model is exactly the same for any basis of input/output
Krylov subspaces. However, the representation of the reduced
system remains the same of the full order model only for
output Krylov reduction with a fixed V , because through
input Krylov subspace method the transfer function of the
reduced order model changes when the system representation
of the original system is changed. This can be a disadvantage,
because the results depend on the representation of the original
system. Moreover, this reduction technique has the drawback
that there are no error bounds available [5]. As a matter of
fact, moment matching grants the performance of the local
approximation, while nothing can be inferred about the global
behavior of the reduced transfer function.

III. PROBLEM FORMULATION

In this work, the described approach is applied to derive
a reduced model and solve the following time domain eddy
current problems:

A. A 2D realistic problem: short-time scale variation (ms)
of the plasma magnetic configuration (L-H transition),
studied with a 2D axisymmetric model, see Figure 1.

B. A 3D benchmark problem: a toroidal massive conduct-
ing structure (see Figure 1, blue box, and its 3D model in
Figure 2) excited by a uniform field (Bz) at f = 50Hz.

A. 2D axisymmetric problem

The sketch of a fusion device with ITER-like cross-section
is shown in Figure 1. The field sources are:

• ns = 14 active conductors (cyan), vector Is.
• np = 100 equivalent plasma currents (green), vector Ip.
• nc = 1610 passive elements (red), vector Ic.
A dynamic model can be written in a state space form as (1),

where the states are the magnetic fluxes (Ψc) linked to the nc
passive elements [2]. Since two different Krylov subspaces are
available (input and output subspaces), and this choice depends
on the number of input and output quantities, in this section we
analyze the same problem as the size of input/output changes.
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Fig. 1. ITER-like machine cross section and circuits representation.

This can be obtained by linear combinations of the input and
output quantity to vary m, p while maintaining the problem
basically unchanged.

Model 1: For this case u = [ITp ITs ]T and y = Ic, so
m = 114 and p = n = 1610. System (1) becomes:

A = −RcM−1
cc C = M−1

cc

B = RcM−1
cc

[
Mcp

Mcs

]
D = −M−1

cc

[
Mcp

Mcs

]
where Rc is the passive structure resistance matrix, and Mcc,
Mcp, Mcs are the mutual inductance matrices of the elements
of the passive structure respectively with themselves, with
the plasma, and with the active coils. The dimension p of
the output vector depends on the discretization of the passive
structure, and so it is clear that better accuracy leads to higher
p. Then, since output Krylov subspace matches the first ñ/p
moments, and p = n, the minimum dimension ñ of the
reduced model suitable to obtain an integer number of matched
moments is at least ñ = n, then output Krylov can’t perform
any reduction.

Model 2: For this case u is the same as for Model 1
and the output are chosen to be y = mc, i.e. the magnetic
measurements due to passive currents and provided by the
pick-up coils that locally measure the flux density for a given
direction, so m = 114 and p = 36. System (1) becomes:

A = −RcM−1
cc C = GcM−1

cc

B = RcM−1
cc

[
Mcp

Mcs

]
D = −GcM−1

cc

[
Mcp

Mcs

]
Gc being the Green matrix linking the passive structure
elements to the sensors. Despite it would be reasonable to
expect a better accuracy from output Krylov due to the fact
that p < m, nonetheless this will not happen because, about
this specific problem, the input space has a higher dimension
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than the output one, but has more linear dependency. In fact, as
it can be seen in the following model, the degrees of freedom
are lower than the input dimension.

Model 3: For this case y is the same as for Model 2 and
u = [qT ITs ]T where q = (q0, q1, q2) are the first three
moments of the toroidal current density, and so m = 17 and
p = 36. System (1) becomes:

A = −RcM−1
cc C = GcM−1

cc

B = PRcM−1
cc

[
Mcp

Mcs

]
D = −PGcM−1

cc

[
Mcp

Mcs

]
where P is the matrix linking q to an equivalent elliptic
plasma current distribution placed at a fixed (a priori assigned)
position. The exact relation Ip = Pq between the equivalent
plasma currents Ip and the first three toroidal current moments
is extensively described in [7]. The degrees of freedom of
the input subspace are lower than the output one. As a
consequence, a better performance of input Krylov is expected.

B. 3D problem

The solution of three dimensional electromagnetic problems
by means of either differential methods (e.g. FEM, DGA, FIT,
etc.) or integral methods (e.g. surface integral, volume integral,
PEEC, etc.) usually leads to an extremely high number of
variables (DoFs), which are necessary to ensure an accurate
description of the numerical domain. It is clear that finding
a way to achieve low dimensional models without decreasing
the accuracy would be advisable, because it would mean the
possibility of solving very complex problems with limited
memory and time requirements.

Here, the proposed Krylov-based MOR method is applied
and validated against a 3D problem solved in the time domain
by a novel Volume Integral Non COnformal formulation
(VINCO) [8]. The unknowns are the circulations of the electric
vector potential T on mesh edges and the independent currents
i [9] introduced to treat the non trivial domain (the massive
toroidal conducting structure shown in Figure 2). Then, the
array containing the electric currents I on faces of the mesh
is defined as

I = C(T + Hi) (5)

where C is the incidence matrix between face and edge pairs
and H stores a set of representatives of the first cohomology
group generators H1(∂K,Z) of the boundary of the conductor.

Fig. 2. Sketch of a massive toroidal conducting structure discretized into
hundreds hexahedral elements.

Without going into details (see [8] for further description),
the state space equation becomes:

Eẋ = Ax + Bu with x =

[
T
i

]
u =

dÃs

dt
(6)

where x and u are state and input variables, and

B =

[
CT

(CH)T

]
A = BRBT E = BMBT (7)

where R and M are the resistance and inductance matrices,
built as described in [8], and Ãs is the circulation of the
magnetic vector potential on dual edges due to a unit current
source (f = 50Hz), computed by Biot-Savart law. Once
the problem is solved, I is computed with (5); then the
current density J, uniform in each volume, can be easily
retrieved. Lastly, the magnetic vector potential a(r) and the
magnetic flux density b(r) are obtained in any field point r by
an efficient implementation on GPU architecture of accurate
closed-form expressions [10].

Krylov reduction has then been applied to (6) keeping the
quantity [TT iT ]T as an output, and then the resulting systems
has p = n, the same as model 1 for the 2D case. Consequently,
as we have already said before, the output Krylov reduction
is not feasible because of the equality m = n, so only input
Krylov reduction has been performed.

IV. MODEL VALIDATION AND NUMERICAL RESULTS

A. 2D Axisymmetric problem

The validation of the described Krylov subspace method has
been performed against a fast transition of the plasma from
L-mode to H-mode in a ITER-like magnetic configuration.
This transition concerns a sudden change of plasma position,
current and internal profiles (βp, li), and, consequently, strong
eddy currents are induced in the passive conducting structures
surrounding the plasma.

It is clear that the contribution of these eddy currents
to the signals measured by magnetic sensors (e.g. pick-up
coils) makes infeasible the extrapolation of plasma current
information directly from the magnetic measurements, since
the magnetic field is no longer produced by the plasma current
only (active coils contribution is always supposed as known):
in this situation an accurate evaluation of this eddy current is
a key problem in order to reach the best possible knowledge
of plasma measurements.

The experimental results show that for this specific problem
output Krylov is very less suitable than input Krylov to
perform the reduction, as can be shown in Table I. As also
mentioned before, the output Krylov approach is even useless
to the respect of Model 1, because the number of output is
equal to the number of the states, and consequently it would
be necessary to consider a reduced order model that is the
full-order model itself. In addition to this, it seems that output
space vectors contain less information than the input ones, as
it can be appreciated in Table I. The input Krylov results are
shown in Figure 3, in terms of time evolution of two different
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output quantities, together with the respective errors. As for
the computational effort, this technique leads to a reduction
of the simulation time of a factor 2 for Model 1, 3 times for
Model 2, and around 30 times for Model 3.
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Fig. 3. Time evolution of two sample measurements output (m11 and m31)
obtained using Krylov input algorithm, with the respective percentage errors.

TABLE I
TIME AVERAGE OF MEAN ERROR ¯̄ε AND MEAN STANDARD DEVIATION σ̄

input Krylov output Krylov
ñ ¯̄ε σ̄ ñ ¯̄ε σ̄

case 1 70 1.09% 2.00% – – –
case 2 50 0.42% 0.47% 50 3.55% 4.01%
case 3 20 0.54% 0.54% 50 3.53% 3.96%

B. 3D problem

Krylov reduction technique has then been tested against
the 3D electromagnetic problem described in the previous
section. It is clear that this problem is more challenging, from a
computational point of view. As a matter of fact, the proposed
approach enables the solution of extremely complex problems
with reduced computational effort. Moreover, an accurate and
compact model would be extremely useful for Real Time (RT)
applications in Magnetic Confinement Fusion (MCF).

The 3D problem test can be set into this framework,
considering that the structure represented in Figure 2 mimics
one of the two conducting structures placed inside the vacuum
vessel of the ITER-like machine (see Figure 1, blue box) with
the aim of stabilizing (slowing down) possible plasma Vertical
Displacement Events (VDEs) with thus a direct impact on RT-
control for MCF.

The results presented in Figures 4 show that Krylov sub-
space can ensure high accuracy on current density J through
element section reducing the system from n = 2773 to
ñ = 30: for this particular case the error is less than 0.1%, and
the computational time has been reduced by a factor of 70.

−4
−3.5

−3
−1.5

−1

−3.5

−3

−2.5

|J
ref

|

−4
−3.5

−3
−1.5

−1

−3.5

−3

−2.5

|J
kr

|, Krylov model

0

5

10

15

20

|J
Kr

| distribution, Krylov model

0

5

10

15

20

|J
ref

| distribution

Fig. 4. Comparison between full model (n = 2773) output and Krylov-
reduced one with ñ = 30. Upper plots show the current density vector field
~J through the section of the vertical structure, whereas the bottom figures
show the amplitude | ~J | above the section.

This high accuracy can be explained taking into account that
the source is a sinusoidal function at f = 50Hz, and a small
number of expansion coefficients are needed to match the
behavior of the system at such low frequency, and so a small
ñ is required. On the other hand, to simulate a real plasma
scenario, a larger value for ñ would be required, because of
the broader frequency spectrum involved in such a problem.

V. CONCLUSIONS

It has been shown that Krylov subspace method is an
effective tool to deal with both 2D and 3D electromagnetic
formulations, by preserving desirable properties of the full
models such as stability and passivity. Moreover, since time-
domain formulation together with Krylov method could be
very affordable, the entire transient study of the phenomenon
can be performed retaining a fairly good accuracy with limited
memory and time requirements.

VI. ACKNOWLEDGMENT

This work is supported by the CPDA144817 grant of the
University of Padova.

REFERENCES

[1] T. Shimotani, Y. Sato, H. Igarashi, Direct synthesis of equivalent cir-
cuits from reduced FE models using proper orthogonal decomposition,
COMPEL - The international journal for computation and mathematics
in electrical and electronic engineering, Vol. 35(6), pp. 2035-2044, 2016.

[2] A. Cenedese, M. Fagherazzi, P. Bettini, A novel application of Selectve
Modal Analysis to Large-Scale Electromagnetic Devices, IEEE Transac-
tions on Magnetics, Vol. 52 (3), 2016.

[3] R. W. Freund, Krylov-subspace methods for reduced-order modeling in
circuit simulation, Journal of Computational and Applied Mathematics,
Vol. 123 (1-2), pp. 395-421, 2000.

[4] B. Lohmann, B. Salimbahrami, Krylov Subspace Methods in Linear
Model Order Reduction: Introduction and Invariance Properties, Scien-
tific Report, Institute of Automation, University of Bremen, 2012.

To appear in the IEEE Transactions on Magnetics 2017



Preprint version - final version at http://ieeexplore.ieee.org/

[5] B. Lohmann, B. Salimbahrami, Introduction to Krylov Subspace Method
in Model Order Reduction, Institut für Automatisierungstechnik, Univer-
sität Bremen, Bremen.

[6] Z. Bai, P. M. Dewilde, R. W. Freund, Reduced-Order Modeling.
[7] P. Bettini, A. Cenedese, Iterative Axisymmetric Identification Algorithm

(IAIA) for real-time reconstruction of the plasma boundary of ITER,
Fusion Engineering and Design, 2012.

[8] P. Bettini, M. Passarotto, R. Specogna, A volume integral formulation
for solving eddy current problems on polyhedral meshes, presented at the
17th Biennial Conference on Electromagnetic Field Computation (CEFC),
TO16-1, Miami, Nivember 13-16 2016.

[9] P. Bettini, R. Specogna, Computation of stationary 3D halo currents in
fusion devices with accuracy control, J. Comput. Phys., Vol. 273, pp.
100117, 2014.

[10] T. Maceina, P. Bettini, G. Manduchi, and M. Passarotto, Fast and
efficient algorithms for computational electromagnetics on GPU archi-
tecture, presented at the 20th IEEE-NPSS Real Time Conference, Padua,
6-10 June, 2016

To appear in the IEEE Transactions on Magnetics 2017


