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FOREWORDS
We are not even close. We are so far from developing efficient and robust Com-

puter Vision and Image Analysis algorithms that we could compare ourselves tochil-
dren learning basic arithmetic. I use to think to the field as close to the strong AI:after
all, 90% of our brain is needed to process the visual signals from the eyes.

During these years as a PhD students, I have implemented a number of applica-
tions and algorithms, and in the end I got a sort of “magical power”: I can now foretell
what is good, what solution will work, and what will probably never do. This work
discusses a portion of my whole work, namely the most important works, and,above
all, why those work well. Asking the right question is the goal to find the right an-
swer, so I asked myself: “Why does this work so well?”, or “Why doesn’t this work
as expected?”

The theoretical framework developed along the chapters answers thesequestions.
The thesis provides a unified approach and provide the reader a tool to attack the
problems.

STRUCTURES AND AIMS OF THIS WORK
The goal of this work is to discuss a three-step-approach todetect, analyzeand

synthesizea shape given an image, or a sequence of images. Chapter 1 discusses
what is ashape. The concept of shape is fuzzy: before delving with more complex
topics we need at least to agree on what we call “shape”. Chapter 2 briefly present the
biological case studies we used along the work.

Chapter 3 deals with the single shape detection problem, the easiest problem one
could face: given a single image with a single shape of interest, how do we design
an algorithm to detect it? Chapter 4 extends the single shape detection approach to
reticular shapes, a kind of shapes common in biological images. Chapter 5 extends the
single shape detection approach (and its reticular analogous) to a sequence of images,
exploiting the temporal coherence.

Chapter 6 analyzes the shape, developing new metrics and measures, whilechap-
ter 7 closes the work dealing with the synthesis step.

A special section is chapter 8, which covers the Toolbox we developed to detect
shapes. The Toolbox is meant to provide functions reusable on a plethoraof problems.

Conclusions and future works are discussed in chapter 9.
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1
Shape Detection, Shape Analysis, Simulation

“What is a shape?” Before delving with complex topics, the work introduces
the notion of shape and the problem of its definition, investigating a number of
interpretations proposed over the years. A three step paradigm(shape detection;
shape analysis; synthesis and simulation) is developed to study biological struc-
tures. The paradigm recurs along the whole work and some examplesare briefly
provided. The chapter is organized as follows: section 1.1 investigate the concept
of shape, section 1.2 introduces the3 step paradigm and section 1.3 closes the
chapter discussing the most popular shape representation models.

1.1 What is a Shape?

The starting point of this work is the concept ofshape. The term is fuzzy and not
uniquely defined as many definitions occurs over scientific and common literature.
Common knowledge refers to shape as the part of the space occupied by an object,
as determined by its external boundary, abstracting from properties such as colour,
content, and material composition, as well as from the object’s other spatial properties
(position and orientation in space, size).

A shape is the characteristic surface configuration of a thing; an outline or contour;
something distinguished from its surroundings by its outline(Farlex Dictionary)

The spatial arrangement of something as distinct from its substance; “geometry is
the mathematical science of shape”(WordReference.com)

Sometimes it’s easier to define a shape in terms “what it is not”:

The form of an object - how it is laid out in space, not what it is made of, orwhere it
is

George Kendall, mathematician and statistician, provided a more comprensive defini-
tion taking into account interior:
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A shape is all the geometrical information that remains when location, scale and
rotational effects are filtered out from an object

Providing a rigorous definition of shape is thus a difficult problem, comparable to
what philosopher St. Agostine says about time:

What is time? If you don’t ask me, I know what it is. If you ask, I cannot answer

Indeed, during the last decade the definition proposed by George Kendall got mildly
accepted, as discussed in [40]

A plane shape A∈ R2 has a 1-dimensional side given by features of its boundary
C= ∂A; and a 2-dimensional side given by its interior. No successful theory ofshape
description can ignore one or the other

In the following we denote any object of interest and its shape respectively asX and
Φ(X): the process of extractingΦ(X) from X is referred along this work as shape
intuition. Unfortunately even this is a fuzzy concept, rooting its basis in the pattern
recognition capability of the humans. It’s deeply wired inside the brain and a very
dark matter to investigate. Thus, a rigorous mathematical definition of both shape and
intuition is beyond the purposes of this work, still we refer to them groundingon the
common knowledge and the abstract ideas everyone has.

1.2 Detection, analysis, synthesis, simulation

The study of any biological structure flows along a four step approach:shape detec-
tion, shape analysis, synthesisandsimulation.

Shape intuition, as abstractly defined in section 1.1 takes place from sensors de-
tectingX. In other words, we glance the shape of an object not directly fromX, but
from the image ofX impressed on our retina through the eyes (the sensing devices).

The world as Will and Representation(Arthur Schopenhauer)

The intuition process thus takes the form

X
sensors−−−−→ I intuition−−−−→Φ(X) (1.1)

whereI is the sensors’ output.
The representationstep provides an analytical modelR for Φ(X). The choice is

here crucial and greatly influences the next phases. On one side, the representation
model grants concreteness and allows for computational algorithms; on the other side
it discards information.

X
sensors−−−−→ I intuition−−−−→Φ(X)

representation−−−−−−−−→ R (1.2)

As an extreme example consider figure 1.1a, representing a circle shape as a set
of markers. Figure 1.1b represents the same (deformed) circle. This representation
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(a) (b) (c)

Figure 1.1:Landmarks defined shapes. The choice of an analytical modelR for
Φ(X) is a crucial step and largely affects the successive computation. For instance,
the figure shows two different landmark defined shapes (a and b). If the landmarks
are too coarse, much information is lost and as result it may be impossible toassert
the original difference (c)

model discards information, and thus it’s very likely to end up with a distance metric
such thatΦ(Xa) 6= Φ(Xb). This opens a relevant point: while the representation step
does not explicitly define a metric space (it does not explicitly define a crossproduct
operator nor a distance metric), it limits the set of spaces and skew the definition of
the distance metric towards “specific” functions. In general, an ideal representation
should guarantee

Xa = Xb⇔Φ(Xa) = Φ(Xb) (1.3)

For practical cases, this never holds.
A number of shape representation modelsR has been proposed over the years,

for instanceC2 curves, implicit functions, landmarks based-shapes, constructive ge-
ometry ect. As a general advice, note that representing an object as a closedC2 curve
rather than a union of boxes (constructive geometry) or a network graph may lead
to very different results. In a nutshell, the representation models are notequivalent.
Section 3 deals with this extensively.

Shape detection is the name of the overall process including sensors acquisition,
shape intuituion and shape representation.

X
sensors−−−−→ I intuition−−−−→Φ(X)

representation−−−−−−−−→ R (1.4)

X
detection−−−−−→

Φ(X)
R (1.5)

In this work, being the input in form of digital images,shape detectionmainly in-
volves computer vision and image processing techniques. Indeed, our formulation is
general and does not assume any peculiar sensor input nor any representation format.

Shape analysis takes as input a shape representation model and analyses it, re-
sulting in measures.

X
detection−−−−−→

Φ(X)
R

analysis−−−−→ Rk (1.6)
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Rk is a “set of number”, coding the output of the analysis. These numbers could be
forces, lengths, labels, descriptors, medical diagnosis, classificationsetc. The type of
analysis is task dependent and so is the high level interpretation of these numbers.

(a) (b)

Figure 1.2:Miocardial cell activity and spikeness. A miocardial cell (a) is outlined
in a video sequence using a C2 contour. (b) shows the graphs of the cell activity and
spikeness over time as directly computed from the C2 contour

For instance we analyzed the deformation of the cells using thedeformotionap-
proach [60] and extract relevant metrics such as central moments spikeness and cell
activity (fig 1.2). This is crucial to assess the cell vitality and to distinguish between
different type of cells. In melanocytic lesions (fig. 1.3), we first compute metrics
such as area, color and perimeter, and then proceed to a comparison over different
segmentation algorithms. In the drosophila epithelium, we compute the stress and
the deformation of the epithelium cells over time, correlates the vertices, and infer
dynamics.

Figure 1.3:A melanocytic lesion. Melanocytic lesions, or “Banal nevus”, or “Nevo-
cytic nevus”, have to be constantly monitored by dermatologists. During thelifetime,
an adult can grow over500of these lesions

Synthesis provides a dynamical model forX. This involves the understanding of
the high level behavior of the object. The goal is to simplify the observedX and to
discard noisy and irrelevant information. While the representation modelR is close to
the data (it is basically an analythical form ofΦ(X)), the synthesis modelM is close
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to the real objectX. It may for instance be a mechanical model ofX (with masses,
springs and dampers), a probabilistic model, a Markov chain, etc.

X
detection−−−−−→

Φ(X)
R

synthesis−−−−−→ModelM (1.7)

This work presents a probabilistic modelization of melanomas and the creation of
a “prototype”. We also introduce a mechanical model for drosophila morphogenesis,
inspired to cloth simulation.

Figure 1.4:The complete view. Detection, Shape Representation Models, Analysis
and Synthesus as discussed along this work

1.3 Shape representation

A shape representation, as discussed in section 1.2, is a suitable model to represent the
abstract concept of shapeΦ(X). It is a model in the sense that it “models” the category
of shape to belong to some predefined configuration, such as continuoussurfaces or
reticular grids. Thus, the shape representation is the first necessary abstraction layer,
yet pretty close to the data but still a modelization.

Many shape representation models have been proposed over the years. The major-
ity of them are born from practical problems rather than from theoretical speculations,
thus in many cases each representation has its own strengths (usually crucial for the
practical application) and drawbacks (usually negligible).

• Cd hypersurfaces. The shape is embedded in ad-dimensional space as a
Cd(s1,s2, · · · ,sd) continuous surface, whereCd ∈ Rd and si ∈ [0,1] for i =
1, · · · ,d [34]. Cd is constrained to be continuos such that lim

si→ŝi

Cd(si) = C(ŝi).

Smoothness is not enforced; Shapes can be closed or open as well.C2 curves
andC3 surfaces (figure 1.5) are very common examples [59, 48], where respec-
tively C2 ∈R2, s1 = s∈ [0,1] andC3 ∈R3, s1 = s∈ [0,1], s2 = t ∈ [0,1]. Spline
curves and spline surfaces, popular in computer graphics, are common imple-
mentation. The form forCd is here analythically provided by the Bezier curve
theory which defines a pointC for everysi ∈ [0,1].

• Rnxm shape functions, sometimes also called “contour functions”, modelΦ(X)
as a set of (n) m-dimensional functions [35, 45]. Each function is pointwise
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Figure 1.5:C2 and C3 surfaces. C2 and C3 surfaces are very popular in computer
graphics to model paths and solids. Bezier and Spline curves [7, 8] provide an easy
framework to implement them and obtain smooth surfaces. The natural parametriza-
tion of the curve in(s, t) allows also for easy texturing

related to the shape and describe a peculiar aspect of the contour in that point.
Popular shape functions are for instance distance from the centroid (“radius-
vector function”), angle-tangent function, integral of the contour length, etc.
Figure 1.6 shows an example of radius-vector.

Figure 1.6:Radius Vector function. The Radius Vector rx(ϕ) originates from the
centroid of the shape and intersectsΦ(X) within a certain angleϕ. The length (mag-
nitude) of the vector defines the scalar value of the Radius Vector function interms of
ϕ

• A G= (V,E) graphsmodel a shape using relevant points (verticesV) and their
relationships (edgesE). Weighted edges usually represents geometric relation-
ships (such as euclidean point distance) while vertices may be coupled with ab-
solute coordinates to locate them in a reference space [15, 16, 17]. Graph based
shapes straightforward model reticular structures such as cellular ephitelium or
blood vessels on retina (fig 1.7)

• In the landmark approach, one assumes that the shape of an object can be rep-
resented by the coordinates of a setL =

{
L1,L2 · · ·L j

}
of landmarks, which are

points of particular interest. “Anatomical” landmarks designate part of the or-
ganism corresponding to biologically meaningful location (e.g. the corner of an
eye, the tip of the fingers). “Mathematical” landmarks are points correspond-
ing to some mathematical or geometrical property (points of high curvature,
extreme points, etc.). The landmark shape representation is popular in motion
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(a) (b)

Figure 1.7: Reticular structures. Nature presents a wide spectrum of reticular
structures, aring mostly from cells packing or from vascular systems. (a)shows the
drosophila’s wing epithelium, with a white protein marker highlighting the borders. A
graph, in red, captures the cellular structure. (b) shows the blood vessels on a retina
image

Figure 1.8: Implicit function ϕ(y,z) = y2 + z2− 1. An implicit functionϕ(y,z) is
a scalar function that defines a shape as the set of all points(y,z) ∈ R2 such that
ϕ(y,z) = 0. Implicit functions are widely used in the Level Sets approach [48], in
whichϕ(y,z) changes in time to reflect the changes of the shape

capture techniques, where markers are physically attached to a body andtracked
via cameras to extract the shape dynamics.

• ϕ implicit functions model a shape as the zero-isocontour of a functionϕ [42].
Suppose you define a functionϕ(x), x beloning to some domain (for instance
x∈R2) andϕ a scalar real function. The zero isocontour is the set of all pointsx
whereϕ(x)= 0. To fix ideas, considerϕ(y,z)= y2+z2−1. The shape is defined
by theϕ(y,z) = 0 isocontour, which is the boundary of the unit sphere defined
as {x : |x|= 1}. More generally, inRn the implicit functionϕ(x) is defined
over all x ∈ Rn, and its isocontour has dimensionn− 1. Initially the implicit
representation might seem wasteful, since the implicit function is defined on
all of Rn while the contour has only dimensionn−1. However, a number of
powerful tools are here available. Adding dynamics to implicit functions is for
instance natural and leads to the level sets and the fast marching method, widely
used in computer graphics to simulate fluids.
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• The volume element representation (voxel). V(x) models the space embed-
ding the objectX as a discrete space (a grid of square elements, voxels). Each
voxel represents a value in the space, according to some criterions. Forin-
stance, one can say that the voxels totally inside the object are “inside”, while
all the other are “outside”. As with pixels, voxels themselves typically do not

Figure 1.9:Torus Voxels representation. A voxels model can represent almost any
shape with a tunable degree of quality. Voxels are also widely used to represent non-
solid, “fluid”, objects such as smoke, electron cloud and air

contain their position in space, but rather it is inferred on their position relative
to other voxels. Voxel representation is suitable to model blurry objects, such as
electron clouds, or smokes, where each voxel is marked with the probabilityof
the object (or with the density of the object) opposed to a simple inside/outside
representation.

• A deformable model(or template)D(λ1,λ2, · · · ,λk) is a standard shape for a
class of objects [7]. The template contains a number of parametersλi and a cost
functionalc(λ1, · · · ,λk) specifing how good the customization of the template
fits the data. The goal is to tune the parameters to minimize the functional. De-
formable models, explicitely enforcing the membership class of an object, have
been extensively applied in the “expert vision” systems, where strong knowl-
edge is available and the class of the shapes to be recognized is precisely defined
(fig. 1.10)

• Constructive Solid Geometry (CSG)allows to define a complex shape by
using boolean operators on other CSG shapes or primitives [20]. A primitive is
the simplest possible solid object, typically prisms, cylinders, pyramids, spheres
and cones. Combining an (infinite) number of primitives virtually leads to any
possible shape, whereas this is practically limited by computation efficiency.
Constructive geometry has many practical uses. It is used in cases where sim-
ple geometric object are desidered, or where mathematical accuracy is impor-
tant. Natively CSG assure that objects are “solid” or water-tight if all primitive
are water-tight. This can be important for some manufacturing or engineer-
ing applications. By comparison, when creating a shape based upon boundary
representations, additionals checks must be performed to assure continuity and
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(a) (b)

Figure 1.10:Deformable model of an eye. Deformable models greatly restricts the
space of possible shapes imposing a “model” of appearance, generally defined by few
paramentes. (a) for examples shows an eye template in terms of a modestnumber of
geometric parameters. (b) In successive iterations of a gradient descent algorithm,
an equilibrium configuration is reached in which the template fits the eye closely.
(reprinted from [61])

to prevent “holes”. Furhermore, a point in space can be easily tested against
the shape to determine whatever it is inside, outside or on the boundary. This
is a desiderable quality for some applications such as collision detection (for
instance in computational physics).
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2
Case Studies

The chapter provides a brief understanding of the most importantcase studies
we faced along the work, providing a basic medical / chemical knowledge. In par-
ticular, the Drosophila Melanogaster fruit fly, myocardial cells and melanocytic
lesion case studies are here presented.

2.1 The Drosophila Melanogaster

Drosophila melanogaster (Greek for dark-bellied dew lover) is a speciesof Diptera,
or the order offlies, in the familyDrosophilidae. The species is commonly known
as the common fruit fly or vinegar fly. This species is one of the most commonly
used model organisms in biology, including studies in genetics, physiology, microbial
pathogenesis and life history evolution because they are easy to take careof, breed
fast, and lay many eggs.

Drosophila is so popular, it would be almost impossible to list the number of
things that are being done with it. Originally, it was mostly used in genetics, for
instance to discover that genes were related to proteins and to study the rules of genetic
inheritance. More recently, it is used mostly in developmental biology, lookingto see
how a complex organism arises from a relatively simple fertilised egg. Embryonic
development is where most of the attention is concentrated, but there is also agreat
deal of interest in how various adult structures develop in the pupa, mostlyfocused on
the development of the compound eye, but also on the wings, legs and otherorgans.
Among the main reasons that determined the “success” of the drosophila:

• the care and culture requires little equipment and use little space even when
using large cultures, and the overall cost is low

• it is small and easy to grow in the laboratory and their morphology is easy to
identify once they are anesthetized
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• it has a short generation time (about 10 days at room temperature) so several
generations can be studied within a few weeks

• it has a high fecundity (females lay up to 100 eggs per day, and perhaps 2000
in a lifetime)

• its complete genome was sequenced and first published in 2000. [2]

Figure 2.1: Male and female adult Drosophila Melanogaster. Males (left) are
smaller than females (right). In Drosophila melanogaster, not only the females are
larger than males for most body dimensions but also the sexes differ in pigmentation,
the number of visible abdominal segments, structure of the genitalia, presence of sex
combs, shape of various body parts, behavior and numerous other features

Figure 2.2:Adult female specimen. A 2.5 x 0.8 mm Drosophila melanogaster fly

Wildtype fruit flies have brick red eyes, are yellow-brown in color, and have trans-
verse black rings across their abdomen. Males are easily distinguished from females
based on color differences, with a distinct black patch at the abdomen, less noticeable
in recently emerged flies, and the sexcombs (a row of dark bristles on the tarsus of the
first leg). Furthermore, males have a cluster of spiky hairs (claspers) surrounding the
reproducing parts used to attach to the female during mating.

The developmental period for Drosophila melanogaster varies with temperature,
as with many ectothermic species. The shortest development time (egg to adult),7
days, is achieved at 28 C. Females lay some 400 eggs (embryos), about five at a
time. The eggs, about 0.5 millimetres long, hatch after 1215 hours. The resulting
larvae grow for about 4 days while molting twice (into 2nd- and 3rd-instar larvae), at
about 24 and 48h after hatching. During this time, they feed on the microorganisms
that decompose the fruit, as well as on the sugar of the fruit itself. Then thelarvae
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encapsulate in the puparium and undergo a four-day-long metamorphosis, after which
the adults eclose (emerge).

Figure 2.3: A patch of Drosophila epithelium. Drosophila epithelium as viewed
from a confocal laser scanning microscopy over time, during the embryodevelopmen-
tal stage. In white: one can track E-cadherin protein tagged with a White Fluorescent
Protein, which plays an important role in cellular adhesion

Fluorescence optical microscopy has become an essential imaging techniquefor
research in biology, especially in the field of developmental biology. Recent techno-
logical progress have enabled the development of faster microscopes offering higher
resolution to collect images of living biological samples. In parallel, important progress
have been made in the development of stable and bright fluorescent probes. A con-
focal microscopy gave us a fourty-frames-long video sequence formthe embryo de-
velopment stage (see image 2.3). Cells are highlighted in white by means of a protein
marker.

2.2 Myocardial cells

Myocardial cells pertains to the muscular tissue of the heart (the myocardium). Dis-
eases to myocardium infarction are a common cause of death in developed countries.
The initiation and evolution of cardiac failure depends on the accumulation of old,
poorly contracting cells. When myocardium is damaged by injury, such as a heart at-
tack, the functional contracting heart muscle dies and is replaced with nonfunctional
scar tissue.

Heart transplantation is currently the last resort for end-stage heart failure, but
is hampered by a severe shortage of donor organs and rejection. Tissue engineering
and cell-based therapies have been recently proposed as promising alternative. In this
context, cellular transplantation and tissue engineering approaches haveemerged as
promising alternatives to heart transplantation. Damaged cells could be replaced with
healthy ones, providing an endless lifetime for the whole tissue. Either, the whole
tissue could be cultivated in vitro and then transplanted.

In details, the former approach involves the transplantation of isolated cells di-
rectly in the injury. Various types of cells have been considered for the repair of
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damaged myocardial tissue such as fetal cardiomyocytes, embryonic stem cells, bone
marrow derived stromal and mesenchymal stem cells ([36] [21]). However, cell trans-
plantation has several disadvantages, including substantial cell death soon after the
injection of cells. In addition, cell orientation and electromechanical connections after
cell engraftment are only partially controllable. The latter approach to cardiac regen-
eration could be the myocardial implantation of tissue created in vitro ([46] [43]). The
aim of an engineered cardiac graft is to provide a large source of viabledonor cells
to repopulate the myocardium or to provide directly a contracting tissue to replace
an injured myocardial area. However, the high mechanical stress represented by the
permanent cardiac contraction/relaxation cycle, as well as the electric integration of
the tissue within the native cardiac muscle, add to the complexity of myocardial tissue
engineering.

Figure 2.4 shows typical cultures as view from a microscope.

Figure 2.4:A vitro of myocardial cells. Myocardial cells are circled in red. The
white spots are mainly air bubbles. Cells adhere to the glass and becomes sort of
transparente

Selecting the type of cells and creating a suitable environment in which cells can
grow and organize themselves in a functional way are thus foundamental problems,
technically and biologically. Numerous studies have experimentally addressed the
potential of different types of stem cells to differentiate in contractile cells. Stem cells
are self-renewing and undifferentiated primitive cells that develop into functional,
differentiated cells. After differentiation, these cells should integrate both functionally
and structurally into the surrounding viable myocardium and develop a network of
capillaries and larger size blood vessels for supply of oxygen and nutrients to the
injured region. In this direction, “Biomaterials” are used to provide structural support
during the initial stages of tissue formation. The cells utilize the biomaterial as a
support for initial attachment and remodeling, but then slowly begin to generate their
own components and grow independently.

The in vitro characterization of a single cell physiology is of primary importance
both to evaluate the mature differentiation of stem cell toward cardiac lineage both
to select and grow only to most promising cells. The complete differentiation to car-
diomyocyte is characterized not only by the expression of mature “cardiacmarkers”
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(proteins such as MHC, actinin, desmin, ANP or troponin) but also by the exhibi-
tion of spontaneous and rhythmic contractions. In this context, the possibility of ex-
trapolating automatically relevant physiological information about the cell or tissue
contraction from optical analysis, offers an interesting and sensitive tool to measure
online the cardiac functionality.

2.3 Melanocytic lesion

A melanocytic lesion, also known as a “nevus”, is a type of lesion that contains nevus
cells. Some sources equate the term “mole” with “melanocytic nevus” [44]. Other
sources reserve the term “mole” for other purposes.

According to the American Academy of Dermatology, the majority of moles ap-
pear during the first two decades of a persons life, while about one in every 100 babies
is born with moles. Acquired moles are a form of benign neoplasm, while congen-
ital moles, or congenital nevi, are considered a minor malformation or hamartoma
and may be at a higher risk for melanoma. A mole can be either subdermal (under
the skin) or a pigmented growth on the skin, formed mostly of a type of cell known
as a melanocyte. The high concentration of the bodys pigmenting agent, melanin, is
responsible for their dark color.

The most common variants of nevus are:

• Dysplastic nevus(nevus of Clark): usually a compound nevus with cellular and
architectural dysplasia. Dysplastic nevi can be flat or raised. While theyvary
in size, dysplastic nevi are typically larger than normal and tend to have irreg-
ular borders and irregular coloration. Hence, they resemble melanoma, appear
worrisome, and are often removed to clarify the diagnosis. Dysplastic neviare
markers of risk when they are numerous (atypical mole syndrome). According
to the National Cancer Institute (NIH), doctors believe that dysplastic neviare
more likely than ordinary moles to develop into the most virulent type of skin
cancer called melanoma.

• Blue nevusis blue in color as its melanocytes are very deep in the skin. The
nevus cells are spindle shaped and scattered in deep layers of the dermis.The
covering epidermis is normal.

• Spitz nevusis a distinct variant of intradermal nevus, usually in a child. They
are raised and reddish (non-pigmented). A pigmented variant, called the nevus
of Reed, typically appears on the leg of young women.

• Acquired nevusis generically any melanocytic nevus that is not a congenital
nevus or not present at birth or near birth.

It often requires a dermatologist to fully evaluate moles. For instance, a smallblue
or bluish black spot, often called a blue nevus, is usually benign but often mistaken
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Figure 2.5:Blue and Dysplastic naevi. A Blue nevus (left) shows the typical blue
halos. A Dysplastic nevus (right) displays irregular border and coloration

for melanoma. Conversely, a junctional nevus, which develops at the junction of the
dermis and epidermis, is potentially cancerous.

A basic reference chart used for consumers to spot suspicious moles is found in
the mnemonic A-B-C-D, used by institutions of dermatology The letters stand for
Asymmetry, Border, Color, and Diameter. Sometimes, the letter E (for Elevation or
Evolving) is added. If a mole starts changing in size, color, shape or, especially, if
the border of a mole develops ragged edges or becomes larger than a pencil eraser, it
would be an appropriate time to consult with a physician. Other warning signs include
a mole, even if smaller than a pencil eraser, that is different than the othersand begins
to crust over, bleed, itch, or becomes inflamed. The changes may indicate developing
melanomas. The matter can become clinically complicated because mole removal
depends on which types of cancer, if any, come into suspicion.

A recent and novel method of melanoma detection is the “Ugly Duckling Sign”
[38] It is simple, easy to teach, and highly effective in detecting melanoma. Sim-
ply, correlation of common characteristics of a person’s skin lesion is made.Lesions
which greatly deviate from the common characteristics are labeled as an Ugly Duck-
ling, and further professional exam is required. The “Little Red Riding Hood” sign,
[38] suggests that individuals with fair skin and light colored hair might have difficult-
to-diagnose melanomas. Extra care and caution should be rendered whenexamining
such individuals as they might have multiple melanomas and severely dysplastic nevi.
A dermatoscope must be used to detect “ugly ducklings”, as many melanomas in
these individuals resemble non-melanomas or are considered to be “wolvesin sheep
clothing”. These fair skinned individuals often have lightly pigmented or amelanotic
melanomas which will not present easy-to-observe color changes and variation in col-
ors. The borders of these amelanotic melanomas are often indistinct, making visual
identification without a dermatoscope very difficult.

People with a personal or family history of skin cancer or of dysplastic nevus
syndrome (multiple atypical moles) should see a dermatologist at least once a year to
be sure they are not developing melanoma.
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Static Single Shape detection

This chapter addresses the single shape detection problem, which will be used
around the work as a basic building block. Section 3.1 presents the problem
and gives the theoretical background. Section 3.2 discuss the Active Contours
framework, an effective metodology to detect shapes. We extend the framework
in section 3.3, building the Generalized Active Contours, which provedto be
a more reliable and robust tool. Section 3.4 applies the Active Contours and
Generalized Active Contours to a number of case studies, while section 3.5 closes
the chapter showing a series of results and experiments.

3.1 Single shape detection

The single shape detection problem is the problem of finding a (single) shape Φ in
a digital imageI . This is the building block of almost any computer vision system,
being its resolution a necessary development step.

Roughly speaking, the problem brings back to a minimization over the setSof all
the possibile representationR (Φc) [7, 52]:

R (Φ) = arg min
R (Φc)∈S

E (I ,Φc) (3.1)

choosing as optimalR (Φ) the one that minimizes the energy functionalE (I ,Φc). E
is a scalar function of the (image) dataI as well of the candidate shapeΦc. In the
following, to keep notation simple, we’ll writeΦ for R (Φ) where the context is clear.
Thus, equation 3.1 becomes

Φ = arg min
Φc∈S
E (I ,Φc) (3.2)

Even though the problem is of easy statement, there are two main issues playinga
central role.
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Firstly, the computation of the global minima is often unfeasible. In other words,
but for trivial problems with a tightly defined structure, it’s impossible to find a closed
form for the minimization or to explore exhaustivelyS. Depending on the nature of the
problem, the cardinality ofScould be even infinite [18]. Thus, most often, algorithms
find suboptimal solutions. Secondly, the definition ofE is not unique and there are no
general guidelines on how to build it. A goodE should be a concave function with a
unique minima. Furthermore,E has to be related to the high-level perception ofΦ.
In a nuthshell, the minima ofE should be visually recognizable as “good” matches
for the shape.

Having an ideal function to search overS does not guarantee the success of the
global detection procedure, since also the definition ofE defines the (upper level)
quality boundary. Analogously, given a bad exploration procedure ofS, a good con-
cave functionalE cannot guarantee good results. These observations suggest that a
reliable shape detection algorithm should ground on a good implementation of both
the aspects.

3.2 Active Contours

Active Contours, also called Snakes [34], are a framework for delineating an object
outline from possibly noisy data. Formally, an Active Contour is a curve

C (s) ∈ R
d, s∈ [0,1]d (3.3)

evolving in psuedo-time according to an associated energyE (C ):

E (C ) = S (C )+P (C ) (3.4)

where

S (C ) =
∫

∂C
α(s)

∣∣∣∣
∂C
∂s

∣∣∣∣
2

+β(s)
∣∣∣∣
∂2C

∂s2

∣∣∣∣
2

ds P (C ) =
∫

∂C
D [I(C (s))] ds (3.5)

The internal energyS (C ) enforces the smoothness of the curveC . This is a high
level absumption stating that smooth surfaces in the real world maps to smooth “data”

in the sensor. The term
∣∣∣ ∂C

∂s

∣∣∣
2

drives the final rest shape towards short curves, while

the term
∣∣∣ ∂2C

∂s2

∣∣∣
2

imposes low curvature values. In other words, the former grants high

energy to elongated contours (elastic force) and the latter to bended/high curvature
contours (rigid force).α(s) andβ(s) are scalar terms to balance the magnitude of the
energy term in each segment ofC

The external energyP (C ) is minimal whenC is at the object boundary position.
The most straightforward approach consists in choosingD [I ] =−|∇I |. This drives the
final rest shape towards the edges of the image. Again, this is a high level assumption
on the nature of the data, enforcing that the object’s boundary in the realworld maps
to points of high derivative in the image.



3.3. GENERALIZED ACTIVE CONTOURS 31

Active Contours naturally behave according to the framework in 3.1, whereE =
E (C ) = S (C )+P (C ) (3.4) andR (Φ) = C (s) (3.3). In this case, the energy function
is well-defined and able to cope with a plethora of application simply tuning the pa-
rametersα(s) andβ(s). Furthermore, a large literature has been developed to explore
efficientlyS, such as inflating and balloning Active Contours [32], Magnetostatic Ac-
tive Contours [57], geodesic A.C. [11] and GVF A.C. [58, 24]. The combination of
these two aspects makes Snakes one of the most effectively used tool in shape detec-
tion.

According to the variational principle, forces acting onC (s) can be derived as:

F(s) =
∂E
∂s

(3.6)

F(s) =
∂S (C )

∂s
+

∂P (C )
∂s

(3.7)

thus

F(s) =−∇D [I ]+2
∂
∂s

(
α(s)

∂C
∂s

)
+2

∂2

∂s2

(
β(s)

∂2C

∂s2

)
(3.8)

and the minimum rest shape is reached for:

F(s) = 0 (3.9)

3.3 Generalized Active Contours

“Standard” Active Contours suffer from a number of major drawbacks.
Firstly, they are not able to cope with images with soft edges or heavy textures.

The external energy termP (C ) requires, in fact, edges to be strong and clear in order
to attract the contour. This requirement is often unheeded. Furthermore,real world
images often show a myriad of edges of similar intensity, causing the snake to pick
one of them almost randomly.

Secondly, the exploration ofS starts from an initial guess contour and proceeds
in a sort of “steepest descendant” way to reach a good minima forE (C ). Thus, the
initial configuration is crucial. In absence of an automatic procedure, an operator
has to manually initialize the algorithm. The initialization problem lies in the design
of the functionalE (C ) that is not a concave function (indeed, it isfar from being a
concave function) and thus cannot converge to a global minima.

Lastly, the internal energy functionalS (C ) imposes smoothness on the curveC .
This is not always the case, since spiky, bouncy, and sharp-cornershapes are very
common in nature as well in industrial design.

The proposed Generalized Active Contours are a novel approach. They extends
the classical formulation introducinggeneralized energyterms Sg(C ) and Pg(C ),
calledmodel energyandimage energy. Formally

Eg(C ) = Sg(C )+Pg(C ) (3.10)
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and

Sg(C ) = Sg

(
∂C
∂s

,
∂2C

∂s2 ,F i

)
Pg(C ) = Pg(D [I ] ,G j) (3.11)

where i =
{

1· · ·nf
}

, j = {1· · ·ng} andF i andG j are additional shape and image
energies. In other words, formula 3.11 means that the energy functionalsSg(C ) and
Pg(C ) are functions not just of the derivatives of the curveC and of the imageI , but
indeed of some supplementary energiesF i andG j .

To keep things simple, formula 3.11 can be revised as a straight linear combina-
tion:

Sg(C )=
∫

∂C
α(s)

∣∣∣∣
∂C
∂s

∣∣∣∣
2

+β(s)
∣∣∣∣
∂2C

∂s2

∣∣∣∣
2

ds+
nf

∑
i=1

γiF i Pg(C )=
∫

∂C
D [I ] ds+

ng

∑
j=1

λ jG j

(3.12)
beingγi andλ j scalar values playing the same weighting role ofα(s) andβ(s). Note
that that formula 3.12 is an over-simplification since it excludes all the (possibly) non
linear combination ofF i andG j and, even more, uses the derivatives ofC to impose
smoothness constraints.

The termF i andG j plays a central role. Each of these models a peculiar aspect of
the objectX and drives the Active ContourC towardsthat peculiar aspect. General-
ized Active Contour provides a unified framework to build these terms in a rigorous
and robust way. Furthermore, close in spirit to the aphorism of chapter 1

A plane shape A∈ R2 has a 1-dimensional side given by features of its boundary
C= ∂A; and a 2-dimensional side given by its interior. No successful theory ofshape
description can ignore one or the other

the termsF i andG j allow for an easy treatment of the boundaries ofC as well for the
interior.

Before delving with the creation ofF i andG j , it’s importat to remark a conceptual
difference between them. The former,F i , addresses and drives the Active Contour
towards distinctive features ofC , such as area, length of the perimeter, smoothness
of the corners, sphericity ofC , central moments, centroid. The latter,G j , on the
opposite drives the Contour towards distinctive features ofI(C ), such as the internal
color, the blur of the edges, the texture, the external neighbor color. Recalling the
original distintion betweenS (C ) andP (C ) introduced in equation 3.4, the termsF i

are shape-related, whileG j are data-related.
Suppose now that the objectX is characterized by a certain metricτ, providing a

single scalar value or a vector. In other words,τ quantitatively “measures” a certain
feature of the object. For this reason, we call it ametric for X. The first step is to
identify such a metric.

BeingΓτ the probability density function of the metricτ, one could build a related
energy term as follow:

E τ =−Γτ(τc) Γτ ∈ R+ Γτ ≤ 1 (3.13)
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whereΦc ∈ S is a candidate shape, andτc is the value of the metricτ on Φc. Γτ(τc)
expresses the likelihood ofΦc. Low values indicate a low probability forΦc to be a
good candidate (and thus high energy), whereas high value designate agood fitness
(and thus low energy) (see figure 3.1). The probability density functionΓτ may be
derived in closed form analytically, approximated via an object training set,or even-
tually approximated empirically. In general, for non trivial metric, the closed form is
unknown and a learning phase is necessary.

Figure 3.1:Probability density function for a scalar metric τ. The definition of the
probability density functionΓτ is the the first step to define a generalize energy term
E τ In the figure, a good value ofτc delivers a low energy state for the candidate shape
Φc, thus indicatingΦc as a “good” candidate for minimization

According to its nature, the generalized energy term of equation 3.13 may beone
of the termsF i or G j . Practically speaking, there is no big deal in classifying it as one
or either term, considering also that some metricsτ may originated energiesE τ of non
clear classification.

The strength of 3.13 is twofold. Firstly, any relevant metric can be turned in an en-

ergy term. The approach does not limit to straighforward metric such as
∣∣∣ ∂C

∂s

∣∣∣
2
,
∣∣∣ ∂2C

∂s2

∣∣∣
2

or ∇I ; indeed it opens to a possibly very high number of them. This is especially
important for noisy and fuzzy images, where little or no information is carried by ∇I .

Secondly, 3.13 provide an easy way to incorporare prior knowledge. In fact, the
design ofΓτ reflects the prior about the shape, the expectation of the metricτ related
to the shape and thuswhat we knowabout the shape.

3.3.1 A unique energy

Consider the sum term
nf

∑
i=1

γiF i +
ng

∑
j=1

λ jG j of formula 3.12, and suppose that all the

probability density functionsΓτ originatingF i andG j are uncorrelated Gaussian (Γτ =
N τ( µτ ,Στ), whereµτ andΣτ are respectively the expected value and the covariance
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matrix). The distribution

Γ = N
(
µ̄, Σ̄
)
= N







µ1

µ2
...
µi
...

µnf+ng




,




Σ1 0 0 · · ·
0 Σ2 0 · · ·
0

...
... Σi

. . .
Σnf+ng







(3.14)

is a multivariate Gaussian distribution “grouping” all of them. Note that

nf

∑
i=1

γiF i +
ng

∑
j=1

λ jG j ≈ N
(
µ̄, Σ̄
)

(3.15)

especially in the sense of formula 3.1, being the result an argument minima. Thus
formulas 3.12 and 3.10 can be restated as:

∫
∂C

α(s)
∣∣∣∣
∂C
∂s

∣∣∣∣
2

+β(s)
∣∣∣∣
∂2C

∂s2
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2

+D [I ] ds+
nf

∑
i=1

γiF i +
ng

∑
j=1

λ jG j ≈

∫
∂C

α(s)
∣∣∣∣
∂C
∂s

∣∣∣∣
2

+β(s)
∣∣∣∣
∂2C

∂s2
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2

+D [I ] ds+nf ng ·N
(
µ̄, Σ̄
)

(3.16)

and
Eg(C ) = Sg(C )+Pg(C )≈ S (C )+P (C )+nf ng ·N

(
µ̄, Σ̄
)

(3.17)

Taking one further step, one may remove the assumption of independent measures:

Γ = N
(
µ̄, Σ̄
)
= N






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µi
...

µnf+ng




,




Σ11 Σ12 Σ13 · · ·
Σ21 Σ22 Σ23 · · ·
Σ31

. . .
... Σi

. . .
Σnf+ng,nf+ng







(3.18)
This is especially true for measures that exhibits a high correlation, such asarea and
perimeter, inside/outside color, central moments.

3.3.2 Color clustering

Color clustering is the problem of partitioning an imageI in areas of uniform color. A
good clusterization dividesI in few regions of almost uniform color [31]. The num-
ber of classes (orclusters) may be either defined a priori either dynamically adjusted
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Figure 3.2:Color segmentation of dermoscopic imagesModified C-fuzzy provides
a good segmentation for dermoscopic images. Two melanomas are here detected

according to the complexity of the image. Figure 3.2 shows a typical output on der-
moscopic images of melanocytic lesions. The result is a number of shapes, each of
those defined by a group of adjacent pixels. Segmentation again involves equation
3.2. The slight difference is that the minimization is implicitly carried on a number of
shapes (=cluster) rather than a unique one. Even if the color clustering minimization
usually does not appears in analytical forms like equation 3.5 or 3.11, it is indeed just
a different way to express the termG j .

The modified fuzzy c-mean algorithm we developed is an example. The algo-
rithm computes the Principal Components of the image, using the Karhunen-Love
transform, and then the 2-dimensional histogramh(I) associated with the two compo-
nents of largest variance. Given the number of clusters, the following two(recursive)
equations optimally cluster the color space:

Uk,x =
1

d(x,ck)b1
(3.19)

∀k : argmin
ck

Ik =
∫

h(I)
(Uk,x)

b2|x,ck|b3h(x)b4dx (3.20)

wherex is a point in the 2d color space,ck is the center of clusterk in the color
space,Uk,x refers to the fuzzy membership ofx to clusterk, | · | is the Euclidean
distance andb1,b2,b3 andb4 are scalar values obtained through learning process. The
histogram clustering is then mapped back to the original image and a morphological
postprocess removes the smallest areas.

Bringing back to equation 3.12, in the fuzzy c-mean we gotα = 0,β = 0, γi = 0,
D [I ] = 0 andng = 1. In a nutshell, the unique (image) energy termG1 is expressed
by equation 3.20, and there are no constraints on the shape model nor on the image
derivatives.

3.4 Case studies

3.4.1 Miocardial cells

Miocardial cells balance the internal forces and external activity, yielding a rest shape
that is a tradeoff between internal spring forces and external stretching activity. Cells



36 CHAPTER 3. STATIC SINGLE SHAPE DETECTION

evolve in time while continuously changing the shape appearance by protruding ap-
pendages that adhere to the culture surface to force and help the deformation evolution
(1D-side of the shape characterization). In this sense, the smoothness of theboundary
profile counteracts this behavior: conversely, by acting on a term allowingthe bound-
ary curvatureκ to assume negative values for some time windows, a spiky appearance
is enforced.

Sspike(C ) =
∫

S
κ(s)ds κ(s) =

∂2C (s)
∂s2 (3.21)

Following formula 3.13, we define a spikeness-related probability density function as

Γspike=
min(Sspike,Smax)

N
(3.22)

and a related energy term
E spike=−Γspike (3.23)

whereN is a normalizing scalar value to make the integral of 3.21 converge to 1.
Γspike is thus a piece-wise linear function with upper boundSmax. For our practical
purposes,Smax was choosen to be an unreachable high value.

Cells viewed from a microscope often show a bright halo, due to the scattering
properties of the living material enhanced by the thinness of the cells at the border. At
the same time, protein appendices absorb light, resulting in black spots near theend
of the fiber. These optical phenomena are very common in back-lit organicmaterials
and can be used to attract the contour in absence of strong edges. This information is
related to the inside cell texture (fw defined insideX) and neighborhood features (fb
defined outsideX, ∆X), and these data related contributions (2D shape descriptors)
are referred as

PW(C ) =
∫

X
[I(ω)− fw(ω)]2 dω fw(ω) = inner texture prototype (3.24)

Pb(C ) =
∫

∆X
[I(ω)− fb(ω)]2 dω fb(ω) = neighborhood prototype

Using again 3.13, we build two probability Gaussian density functions

Γw =
1

σw
√

2π
·e−

PW(C )2

2σ2
w (3.25)

Γ fw =
1

σ fw

√
2π
· ·e−

Pb(C )
2

2σ fw (3.26)

and hence two energy terms

Ew =−Γw (3.27)

Eb =−Γb (3.28)

whereσw and σ fw are suitable scalar values. For our experiments we ofter chose
σw = σ fw = 1. Fig. 3.5 presents the results of the application of the proposed model
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in some frames from a video sequence of a cell deformation. The standardActive
Contour formulation is not able to correctly detect the cell shape: errors accumulate
over frames and end up with a general failure of the tracking algorithm. Nonetheless,
even in the first frames of the sequence, the Active Contour fails in capturing all the
fine details, such as protein spikes and ridges, yielding erroneous statistics. For the
definition of the energetic terms, we used a number of metrics (see figure 3.3 and 3.4,
and chapter 8).

Figure 3.3:Texture differenceGeneralized Active Contour minimizesEW, in the ex-
ample leading to a contraction of the shape, pulling-out the different textured region.
Referring to figure 3.5,EW forces the bright halo surrouding the cell to be left out

Figure 3.4: Neighbor texture difference C (s) tries to minimize the neighborhood
energyE fW . In the example, f(ω) specify that the surrounding color has to be “blue”,
and thus the Snake is attracted by the blue spot. Referring to figure 3.5,E fW forces
the dark protein appendices to be included

3.4.2 Cardial Patch

The patch alternates periods of inactivity to sudden movements. To understand and
measure the temporal sampling frequency is crucial: even though the videoswas clear
and color-contrasted, we found that the frame rate was too low.

We build a color-related energy term, able to capture the reddish back-scattering
of the patch. The following is a measure of the red contrast of the shape

R(C ) =

∫
X Irdx∫
X dx

(3.29)
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Figure 3.5:Miocardial cell shape detectionThe first row is obtained using the pro-
posed Active Contour model, while the second row is produced with the original for-
mulation. The model uses as fw a constant zero-function (the black color) and as fb a
constant255function (the white color)

whereIr indicates the red channel of the color imageI . Following the example traced
out in equation 3.22 we build a piecewise linear probability density function:

Γred =
min(R,Rmax)

N
(3.30)

where againN is a normalizing value andRmax is an upper bound value forR. E red is
again build as simply as

E red =−Γred (3.31)

Figure 3.6 shows the framework applied on the “cardiac patch sequence”

Figure 3.6: Cardiac pulsating patch The cardiac patch sequence presents abrupt
movements and sudden changes of position and size of the tissue. TheE red term
attracts the contour towards a good fit even when the movements is large, ina unique
pseudo time integration
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3.4.3 mbari video

For the “sea flower” sequence1 we used a technique similar to the cardial tissue,
exploiting the lightness difference in the blue color channel. The energy term Eb

obliges the Active Contour to capture a shape with high blue contrast:

B(C ) =

∫
X Ibdx∫
X dx

(3.32)

whereIb indicates the blue channel ofI ,

Γblue=
min(B,Bmax)

N
(3.33)

andBmax is an upper bound value forB. Eblue is again build as simply as

Eblue=−Γblue (3.34)

Figure 3.7 shows results from a video sequence of 350 frames.

Figure 3.7:Sea Flower image sequenceActive Contours are unreliable on blurry
images such as underwater shots, where camera movements and the diffusion of the
light make edges dull. Generalized Active Contour provides a better shapedetection
tool, in this case easily embedding the color information

1courtesy of Dr. D.Cline, www.mbari.org
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3.5 Experiments

3.5.1 Miocardial cells

Figure 3.8: Miocardial cell single shape detection. Generalized Active Contours
are a reliable tool to detect shapes. The figure shows 12 still images and the detected
shapes (red lines). Each shape was obtained using the same energy terms, without
any parameter tuning. Images are here more contrasted than those actually used in
the experiments to make them more visible in this work

The section displays 12 frames taken from the 10 miocardial cells image se-
quences. Figure 3.8 shows Photoshop contrasted frames, artificially altered for the
purpose of clarity for this work (see figure 5.7 to have an example of the real data).
Generalized Active Contours proved to be an effective tool to detect shapes, with no
or little tuning required: each shape was in fact obtained using the same energy terms.

3.5.2 Cardial patch

The section presents the results of the Generalized Active Contours applied to the two
cardial patch sequences (see section 3.4.2). The video sequences are characterized by
a similar behavior of the tissue. Figure 3.9 displays the user interface we developed
to support non technicians.
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Figure 3.9: Cardiac pulsating patch The cardiac patch sequence presents abrupt
movements and sudden changes of position and size of the tissue. TheE red term
attracts the contour towards a good fit even when the movements are large, in only
simulation step

Figure 3.10:Color segmentation of dermoscopic images

3.5.3 Melanoma

In figure 3.10 we presents the results of the c-fuzzy color clustering algorithm on 12
dermoscopic images of melanocytic lesions.
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4
Reticular Shape detection

This chapter deals with the detection of reticular shapes. Section 4.1 introduces
the problem and provides the theoretical background while section4.2 presents
a novel approach based on Random Walk Agents. Section 4.3 shows processes
results to remove false positive detections. Section 4.4 closes thechapter showing
results obtained on the drosophila epithelium and the corneal fundus.

4.1 Reticular shape detection

Reticular shapes arise in a number of situation in nature and human design (see figure
4.1). The detection of such structures again follows equations 3.1 and 3.2 of chapter

Figure 4.1:Examples of reticular shapes. Reticular shapes arise commonly in na-
ture as well in the industrial design. Tightly packed structures such as cellsin the
ephitelium or blood vessels originates such shapes. From left to right: retinablood
vessels, drosophila melanogaster epithelium, aerial street view, corneal fundus

3.
Given the high degree of freedom of reticular structures, ordinary approaches to
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minimization such as the ones presented in chapter 3 and 5 do not yield satisfactory
results. From one side, the computation complexity is higher than the single shape
detection; from the other side, the design of the energetic termE is not well under-
stood.

Next section presents a Random Walk approach, a tool to emulate the human vi-
sion when capturing reticular structure. The idea is to flood the imageI with Random
Walk agents, each of them finding a path in the digital frame. Path are createdby
locally minimazing an energy term̂E , being an analytical approximation ofE . In
general,E is not known or difficult to obtain, whereaŝE isn’t. In a nutshell, the Ran-
dom Walk Agents approach shifts the problem from the (difficult) one of designingE
to the easier one of designinĝE .

4.2 The Random Walk Agents

A Random Walk Agent is an agentA that travels the digital frame, tracking paths over
its passage [4], [29]. In its basic incarnation, an agent is a discrete time system with
an internal walk model and an external inputÊ :

p(t +1) = p(t)+k ·g
(

ˆE (t)
)
, (4.1)

where

p(t) =
[

x(t)
y(t)

]
∈ L, (4.2)

is the current point position on the domainL ⊂ R
2 of the image frame andg(·) is

a heading direction function, depending onÊ , position, direction and speed of the
motion.k is a constant scalar value, defining the advancement step size.

The following is the observation equation:

y(t) =




x(t)
y(t)
θ(t)


=




1 0
0 1
0 0


p(t)+




0
0
1


θ(t). (4.3)

Note that here the variablet refers to the agent pseudo-time, not to a collection of
time-related digital images such as in chapter 5. Note also that equation 4.1, keeping
things very didactic, uses the simplest possible walk model. More complex models
are of course viable.

The role ofÊ is to drive the agentA towards those locations of the image charac-
terized by the presence of the reticular structure. We’ll discuss more on the design of
Ê in the next section.

Several instances of the explorer agent,{A i , i = 1, . . . ,NA }, are concurrently present
in the field of vision, and each generates at any time more than one direction that is
viable to advance the exploration. More precisely, for each pair{x,y}i the set of
mi possible directions

{
θi, j , j = 1, . . . ,mi

}
– originating(mi −1) new agents–are col-

lected in the vectorΘi ∈ R
mi .
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Globally, the observationsy(t) of all the explorer agentsA i yield a graph model
G = (N ,E ) (beingN andE nodes and edges, respectively), where each nodeni ∈N
is characterized by the state{x,y,Θ} of the locations visited by one of theA i , and the
edges keep track of the path traveled by each agent (figure 4.2). This graph provides
a goodrepresentationof the retrieved structure. The level of detail embedded in the
description can be augmented either with a more refined algorithmic procedureor
with a finer discretization of the input data.

Figure 4.2:The Random Walk approach. Several agents (left, in yellow) explores
the frame. The set of the paths of all the agents is the recovered reticular structure.
On the right, a possible graph representation models, where nodes corresponds to the
locations[x(t),y(t)] and edges connect two adjacent nodes

4.2.1 Ê design

Consider an agentA in a location[x(t),y(t)] of the frame. The purpose ofg(Ê ) is to
provide a set of directionsΘ= {θ1, . . . ,θNA } for advancing such that[x(t +1),y(t +1)]
is still a location on the reticular structure. With reference to a pictorial interpretation,
the aim is thus to explore the surroundings of the current position and intuitively move
from a good location to another good location.
Ê : [0,2π)→ R gathers local information. For each sectorΩi centered on the

current positionp, the image texture is compared with a reference one, according to:

Ê (θi) =

∫
Ωi

√
(I(ω)− Ire f(ω))2dω

∫
Ωi

dω
(4.4)

A natural choice is to build circular sectorsΩi such as in figure 4.3, on the right.
Sectors of different shapes are still possible: for a number of the problems of interest
rectangular sectors also proved to be effective (figure 4.3, right).

The set of the heading directions is given by:

Θ = {θ1, . . . ,θNA }= arg
θ

∂Ê
∂θ

= 0 andÊ < threshold (4.5)
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Figure 4.3:Sectors of different shape. A template function built on circular sectors is
a natural choice, since it mimics the field of view of human beings (left). Other shapes
are also possible, depending on the problem: in the drosophila case, a rectangular
shape efficiently serves the purpose (right)

where the “threshold” cuts out all the direction with a high energy cost.Ê∂θ = 0 en-
forces that the point has to be a minimum.

Figure 4.4:Ê function. Local minima of the energy function (here displayed as.Ê )
correspond to heading direction for advancing. A smoothed version, filtering small
random disturbances, is more reliable for noisy images

The heading directionsθi are the inputs of equation 4.1, thus generating a corre-
sponding number of agents{A i , i = 1, . . . ,NA }.

Let us first observe that small loops have to be avoided. Small loops are frequent
in uniform areas of the image, where the energy functionÊ (θ) is not prone to dif-
ferentiate between redundant directions. In these situations, a direction isas likely as
any other, and the choice is driven mainly by noise and randomness. This happens
because|Θ|>> 1 andθi ≈ θi+1 ∀ θi ∈ Θ. In other words, all the values ofθi ∈ Θ
are very similar and these directions spans uniformly the surrounding environment, so
there is no particular reason to pick one direction over another. This limitation isdue
to the local nature of the brightness functionL(θ). Nonetheless this is still a desirable
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feature because it bounds the algorithmic complexity and it respects the fundamental
walking ideabehind the algorithm.

In order to avoid the aforementioned small loops, after extracting a point from the
queue, it is tested against the creation of loops in the graph. Large loops are accepted
because they correspond to actual closed paths (for instance the perimeter of a cell),
while small loops are disregarded (figure 4.5).

A joining procedure is also required to fill small gaps and close large loops:if two
agentsA i andA j end up close to each other such that|{x,y}i−{x,y} j |< ε, whereε
is a threshold, they are joined together.

The algorithm also marks asboundary nodesthose nodes close to the boundary
of the digital image: The expansion process ends there (figure 4.5).

Figure 4.5:Small loops creation and dead branches. The early closure of the path,
and thus the creation of small loops, is a frequent issue (left). This is due to the locality
of the energy function. These loops are often false positives. Dead branches (right)
span over the interior of the cells

4.3 Post processing

Random Walk Agents generate a structure spanning over the original reticular shape,
but the expansion process may create dead-branches. These branches are character-
ized by extremal non-border nodes of degree 1. A cleaning post-process takes the
graph as its input, and iteratively removes all such points. The procedureis itera-
tive and stops when no more removal occurs. A snapping procedure then joins the
following types of points:

• a pair of neighboring nodes of degreed > 2

• a node of degreed > 2 and a neighbor border node

• a pair of neighbor border nodes

Again, the procedure is iterative and stops when no more fusions takes place.
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4.4 Case studies

4.4.1 Drosophila epithelium

Drosophila reticular structure presents bright patterns of light superimposed to a dark
background. The brightness is due to the protein markers, that adhere tothe cellular
boundaries and results in white when viewed by means of a microscope.

Thus, when viewed from atop, the entire structure is “bright” and “white”:some-
how, the energy terms have capture this. As discussed in the introduction, the design
of Ê should reflects locally the global properties of the shape to detect. In particular,
we applied equation 4.4 and chose asIre f the constant-value function 1 (the color code
for white in RGB images):

Ê (θi) =

∫
Ωi

√
(I(ω)−1)2dω
∫

Ωi
dω

(4.6)

Figure 4.6:Detection of the reticular shape on the drosophila “wing” epithelium.
Cells’ boundaries are highlight in white using a marker protein. The Random Walk
Agents run all over the frame in the attempt of minimizing equation 4.6. The bottom
row shows results on several images (frame2,12,27,40 from the “wing” sequence)

Figure 4.6 shows results applied to a number of images of the drosophila wing
epithelium. On an average of 80 images, the false positive error rate (detection of
an unexisting edge) is 5% and the false negative (missing an existing edge) is6%.
The ground truth was provided by an unbiased human observer. Each frame was
considered as unique and processed with the Random Walk Agents algorithm, we
did not exploit the temporal coherence as in section 5.4.2. The top row shows the
typical flooding behavior of the walkers. The 4 images 4.6 were obtained halting
the algorithm respectively at the beginning, at 1/4, 1/2 and almost 3/4 of the total
computation.
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Analyzing the results we noted some blank areas not covered by the walker. This
is due to the absence of the protein markers on the edges of the cells, resulting in
poorly contrasted regions

Figure 4.7 shows the result from the “notum” still frame. Here the protein marker
is different from the one used in figure 4.7, as well the illumination, the numberof
cells and the resolution of the image.

Figure 4.7:Detection of the reticular shape on the drosophila “notum” epithe-
lium . The very high resolution frame shows the result of the Random Walk approach
on the “notum” frame

4.4.2 Corneal fundus

Figure 4.8:Preliminary results from a corneal fundus image. The image shows
preliminary results from the corneal fundus. Errors are mainly due to the background
illumination. An image preprocessing step is here needed to adjust difference of light-
ning
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5
Dynamic Single Shape detection

The chapter extends the single shape detection framework developed in chapter 3
to a sequence of images. Section 5.1 states the basis of the problemand provides a
theoretical solution. Section 5.2 exploits the images temporal coherence to design
a faster and more robust detection, while section 5.3 extends the approach to the
Generalized Active Contours (developed in 3.3). Finally, section 5.4 shows results
in a number of case studies.

5.1 Tracking - Dynamic Single shape detection

The natural extention of the shape detection problem as seen in chapter 3 isto consider
a (time) sequence of images{I1, . . . It , . . . , IN}. We call this problemdynamicsingle
shape detection, referring to the evolution of the shape over time.

The goal is to detect the object of interestX in each imageIt , obtaining a sequence
of shapes{Φ1(X), . . .Φt(X), . . . ,ΦN(X)}. The common approach is to apply equation
3.2 at each time step:

Φ1 = arg min
Φc∈S
E1({I1, . . . , IN} ,Φc)

· · ·
Φt = arg min

Φc∈S
E t({I1, . . . , IN} ,Φc)

· · ·
ΦN = arg min

Φc∈S
EN({I1, . . . , IN} ,Φc)

(5.1)

It is a common assumption to considerE t dependent uniquely on the current time.
ThusE t({I1, . . . , IN}) = E t(It)) andE1 = E2 = . . .= EN:
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Φ1 = arg min
Φc∈S
E (I1,Φc)

· · ·
Φt = arg min

Φc∈S
E (It ,Φc)

· · ·
ΦN = arg min

Φc∈S
E (IN,Φc)

(5.2)

5.2 An incremental approach

The lack of temporal coherence is the main disadvantage of the approaches 5.1 and
5.2. Simple stated, temporal coherence is the property of an image frameIt to be
similar to its neighborIt+1. Formally:

It+1 = It +∆t+1
t (5.3)

where∆t+1
t is a function of the same domain ofIt and ∆ measures the difference

between two consecutive frames. The temporal coherence is high when|∆| ≈ 0 and
low when |∆| >> 0, according to a norm| · |. Equation 5.3 suggests that one can
computeΦt+1 as an adjustment ofΦt

Φt+1 = Φt +δt+1
t (5.4)

whereδt+1
t is a “morphing” ofΦt into Φt+1. The role ofδ is analogous to∆, save for

δ is here an abstraction whose analytical form depends on the shape representation
model.

To clarify the idea, we anticipate concepts of section 5.3, considering the Gener-
alized Active Contours presented in section 3.3. Hereδ is a displacement vector field
applied pointwise toC (s). δ, evaluated in positionC (s), is the displacement vector
mappingC t(s) into C t+1(s)

C t+1(s) = C t(s)+δt+1
t (C t(s)) (5.5)

Following equation 5.2, the optimumδt+1
t satisfies

Φt+1 = Φt +δt+1
t = arg min

Φc∈S
E (It+1,Φc) (5.6)

and hence the chain solution for 5.2 is

Φ1 = arg min
Φc∈S
E (I1,Φc)

Φ2 = Φ1+δ2
1

· · ·
Φt+1 = Φt +δt+1

t

· · ·
ΦN = ΦN−1+δN

N−1

(5.7)
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5.3 Active Contour incremental approach

Velocity or Optical FlowF is a concept of computer vision literature [6, 3, 28]. Given
two imagesIt and It+1, the purpose of the optical flow is to assign each pixel inIt
to a position intoIt+1, not necessarly a unique pixel or a location inside the frame.
Commonly, optical flow algorithms output aR2→ R

2 function, a vector field whose
elementsF (x,y) = (Vx,Vy) describe the displacement of pixels(x,y) of imageIt into
It+1. Roughly speaking:

It(x,y) = It+1(x+vx,y+vy) (5.8)

In the following, and only for this section, we keep notation consistent with theTaylor
expansion series usingIt(x,y) = I(x,y, t).

Considering small displacements and small time steps, equation 5.8 becomes

I(x,y, t) = I(x+δx,y+δy, t +δt) (5.9)

which is known as theimage constraint equation. Assuming the movement to be
small, the image constraint atI(x,y, t) through Taylor series can be rewritten as

I(x+δx,y+δy, t +δt) = I(x,y, t)+
∂I
∂x

δx+
∂I
∂y

δy+
∂I
∂t

δt +h.o.t (5.10)

where h.o.t. means higher order terms, usually neglected. From these equations it
follows that:

∂I
∂x

δx+
∂I
∂y

δy+
∂I
∂t

δt = 0 (5.11)

∂I
∂x

δx
δt

+
∂I
∂y

δy
δt

+
∂I
∂t

δt
δt

= 0 (5.12)

which results in
∂I
∂x

vx+
∂I
∂y

vy+
∂I
∂t

= 0 (5.13)

or more commonly
∂I
∂x

vx+
∂I
∂y

vy =−
∂I
∂t

(5.14)

5.14 is an equation in two unknowns and cannot be solved as such. This is known
as theaperture problem. To find the optical flow another set of equations is needed,
given by some additional constraint.

5.3.1 J-maps

This section presents a method to compute the optical flow efficiently. The optical
flow is computed only on specific locations, namelyC (s).

For a givens, ConsiderN t(C t) a circular portion of a certain radius ofIt , centered
on C t(s). Recalling section 1.3,C t(s) is aR2 point. Consider nowN t+1(C t +[v̂x, v̂y]),
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an analogous circular portion ofIt+1 centered onC t(s) + [v̂x, v̂y]. N t(C t) ⊂ It and
N t+1(C t +[v̂x, v̂y])⊂ It+1.

We compute the optical flowF (C (s)) according to:

F (C (s)) = F (x,y) = (vx,vy) = arg min
v̂x,v̂y

∫
A

∣∣N t(C t)−N t+1(C t +[v̂x, v̂y])
∣∣da (5.15)

whereA is a 2D domain. In a nutshell, we choose asF (C (s)) the vector[vx,vy] that
minimizes the difference betweenN t(C t) andN t+1(C t +[vx,vy]).

On images with low coherence, the approach still holds but has to be revised.
Equation 5.15 may in fact output a sub-optimal vector. This is especially true in
presence of several minima of the same magnitude. Figure 5.1 shows two typical
maps of the value of the integral in 5.15 according to ˆvx, v̂y. High coherence images
(left) generate a precisely located and unique minima, while low-coherence images
(right) exhibit more than one good minima. We call these maps “Js”, or Js-maps,
wheres indicates that they refer to the pointC (s).

Figure 5.1:J-maps. Highly coherent images It and It+1 generates a J-map with a
unique “good” minimum (left). The yellow circle indicates the minimum of the inte-
gral 5.15 (vx and vy), while the yellow cross the ground-truth provided by a human.
Low coherent images (right) generates instead a J-map with many local minima of
similar value (A,B,C,D). Here the global minima (yellow cross, D) does not corre-
spond to the ground truth (circle, C)

Given the situation depicted on figure 5.1, it’s impossible to assess the position of
the true minima. The idea here is not to consider a single J-map, rather a set ofthem,
precisely a set of neighbor J-maps and to mutually correct them. The intuition holds
true because the optical flowF (x,y) has to be smooth,|∇F | ≈ 0. Thus, neighbor
J-maps will have similar values and similar minima. In other words, if we consider a
set of close points{C (s1),C (s2), . . . ,C (sn)} and apply the smoothness constraint, we
getF (C (s1))≈ F (C (s2))≈ . . .F (C (sn)) and thusJs1 ≈ Js2 ≈ . . .≈ Jsn.

Figure 5.2 shows a set of neighbor J-maps (J-maps associated to neighbor points),
with a yellow cross on the global minima. Intuitively, it is possible to detect the error
on the right and to (somehow) correct it.

The J-maps correction is an iterative steps. For each imageJs we consider a set
of neighbor images{Js1,Js2 . . .Jsn}, and compute the global minima of each of them:
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Figure 5.2:Low coherent J-maps. J-maps from low coherent images show a num-
ber of local minima, and sometimes fail in detecting the ground truth. Nonetheless
neighbor J-maps exhibits a similar appearance, and thus it’s possible to cross check
them and detect potention errors. For instance the image on the right shows a global
minima not consistent with the global minima of the other J-maps - not consistent with
the smoothness constraint

{(vx1,vy1),(vx2,vx2), . . .(vxn,vxn)}. The average value

v̄x =
n

∑
i=1

vxi v̄y =
n

∑
i=1

vyi (5.16)

and the covariance matrix

Σxy =

[
σxx σxy

σxy σyy

]
(5.17)

indicates respectively the optical flow average direction inC (s) and the confidence of
this measure.

We correctJs according to

J̄s = Js · (1−N ([v̄x, v̄y] ,Σxy)) (5.18)

where(N) is the Gaussian function. Image 5.3 shows equation 5.18 applied to the
example of image 5.2. The image on the right isJs, and the three remaining images
on the left are{Js1,Js2,Js3}. After the correction step over all the images, the “new”

Figure 5.3:Correction of the J-Maps. The J-map on the right,̄Js, is computed from
Js according to equation 5.18. The blu cross is the position of the old global minimum.
The red cross is the center of the gaussian (v̄x, v̄y). The yellow cross is the location of
the new global minimum
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J̄ overwrite the “old”J. The entire procedure may be repeated, until a steady state is
reached.

Figure 5.4 compare the morphing of a reticular structure computed respectively
with the raw optical flow algorithm and the improved one. Figure 5.5 compare the

Figure 5.4:Morphing of a reticular structure . The inexact computation of the opti-
cal flow can morph a shape (left, a reticular shape in red) into a wrong one(center).
The improved optical flow algorithm guarantees instead optimal results (right). The
images refer to a video sequence of the drosophila morphogenesis, captured by mean
of a microscope. Red lines, over imposed on the original frames, show the cellular
structure. The image on the left refers to frame 21, images on center and onthe right
refer to frame 22. See also images 5.5. Courtesy of Prof. Jeff Axelrod lab

optical flows after and before refinement.

Figure 5.5:Optical flow field. The two images refer to the optical flow vector field
computed on 5.4. The raw computation (left) yields a wrong result. The smoothness
constraint is not respected. The refined optical flow is instead a smooth vector field.
See also images 5.4
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5.4 Case studies

5.4.1 Miocardial cells

We found the image sequences of miocardial cells to be noisy and poorly contrasted.
The sampling frequency was low -a couple of frames per hour-, allowing the cells to
undergo abrupt changes of shape. The illuminination changed from sequence to se-
quence, according to a number of parameters such as serum depth and purity, number
of cells, chemical impurities and lightness condition of the lab.

Generalized Active Contours (see chapter 3 ) along with J-Maps showedto be a
reliable tool. The workflow we used is to first segment the shape using active contours,
then to evolve it over one time frame using J-Maps, and finally refine the result again
by means of active contours. Using notation of equation 5.4, the initialΦ0 is computed
as discussed in section 3.3 whileδt+1

t is obtained using J-maps followed by an active
contours adaptation. The initial segmentationΦ0 is achieved by means of Generalized

Figure 5.6:Schematic workflow of dynamic single shape detection using J-maps
and Generalized Active Contours

Active Contours. For the each successive frame, rather than capturethe shape from
scratch again, we morph it according to equation 5.4. Hereδt+1

t is provided by a
two step approach: first computing J-maps and applying them toΦt , then refining the
result using active Contours

Figure 5.7 shows results from a number of image sequences.

5.4.2 Drosophila epithelium

Each video sequences of the Drosophila epithelium contain 40-50 consecutives frames,
obtained by means of a microscope. The patch contains 300-400 cells of different
sizes. Cells split, merge together, deform and migrate; new cells enter the frame and
old ones exit. To handle the plethora of behaviors, we extended the technique pre-
sented in the flowchar 5.6 of section 5.4.1. The resulting technique is a container of
many of the techniques developed so far, such as random walk agent, Generalized Ac-
tive Contours and J-maps. To initialize the algorithm, we detect the shape in frame 1
using the Random Walk approach as explained in section 4.4.1. The algorith provides
a graphical representation of the shape. Using J-maps (as seen in section 5.2), we
morph the graph according to equation 5.7, obtaining an approximation of the shape
for the successive frame (see figure 5.9). We now convert the graphinto an active
Contour-like structure. To keep things simple and linear we omit the details of the
conversion. In a nutshell, a reticular active Contour is similar to a curvilinearactive
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Figure 5.7: Miocardial cell dynamic shape detection. We used the workflow in
figure 5.6 to track cells. We employed the method on a total 10 sequences. The images
show some frames taken from sequence number4, 5, 7 and8, respectively on column
1,2,3 and 4. Interestingly enough, each sequence has a different illumination and a
different level of noise. The first two rows were manually contrasted byphotoshop to
the only purpose of clarity for this publication. The final row, instead, shows the raw
video - the input of the algorithm

Figure 5.8:Schematic workflow of dynamic single shape detection using J-maps
and Generalized Active Contours. The initial segmentationΦ0 is achieved by means
of Generalized Active Contours. For the next frame, rather than capturethe shape
from scratches again, we morph it according to equation 5.4. Hereδt+1

t is provided
by a two step approach: first computing J-maps and applying them toΦt , then refining
the result using active Contours

Contour -the one described in section 3.2- and it is still driven by equations3.4 and
3.5. Indeed, the integrals for the computation of the elastic energies has to take in
account the reticular structure. To our knowledge, this is a new extention tothe active
Contours.

Evolving the Active Contour in a pseudo time removes false positives edges and
refine the structure. Finally, we generate a set of random walk agent from each node
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of the graph. This is necessary to fill holes and to “expand” the shape over the possibly
appeared portion of the frame.

Figure 5.9:Morphing of the Drosophila reticular structure using J-Maps . The
image shows the reticular shape detected in frame11 overimposed on frame12. The
green arrows schematically represents the morph obtained by means ofJ-maps, ap-
plied here to two cells

Figure 5.10 shows results applied to a number of images of the drosophila wing
epithelium.

Figure 5.10:Dynamic shape detection on the drosophila “wing” epithelium. The
sequence is the same of image reffig:drosoRes, whereas the shape is here detected
using the algorithm in figure 5.8, exploiting the temporal coherence. The toprow
shows the detected reticular shape for frame2,10,20 and30. The bottom row shows
the network overimposed to the original frame
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6
Shape Analysis

The chapter deals with shape analysis. Section 6.1 explain what isanalysis,
while sections 6.2 and 6.3 discuss the analysis respectively of the miocardial cells
and the drosophila epithelium. Section 6.4 analyzes the variability of human
and algorithmic melanoma border identification. Section 6.5 closes thechapter
analyzing the cardial patches.

6.1 What is shape analysis

Shape analysis is, generally speaking, the process of extracting metrics and descriptors
from a single shape representation model or a sequence of them [40]. In a nutshell,
given a set of shapes{Φ0, . . . ,Φt , . . . ,ΦN} and their representation{R (Φ0), . . . ,R (Φt), . . . ,R (ΦN)},
the purpose of the analysis step is to extract useful “numbers” and “figures”. Gener-
alizing equation 1.6, this means

{R (Φ0), . . . ,R (Φt), . . . ,R (ΦN)}
analysis−−−−→ R

k (6.1)

These values are forces, lengths, labels, descriptors, medical diagnosis, classifications
etc [22]. Where the context is clear, we will use

{Φ0, . . . ,Φt , . . . ,ΦN}
analysis−−−−→ R

k (6.2)

instead of 6.1. Equation 1.6 of section 1.2 simply considersN = 1. Roughly speak-
ing, in fact, one can perform an analysis on the single shape, thus using information
relative to the single timet, or on the whole set of shapes, exploiting the temporal
information.

The measure of shape mainly serves two purposes: on the one side there isa
control purpose, on the other there is aclassification purpose, aiming at learning the
shape representation.

Given a planar shapeA⊂ R
2 a simple way to derive a measurementf (A) ∈ R

n

is to refer to linear filters:f (A) =
∫

ψ(A)da, with ψ(•) suitable base functions [35].
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A polynomial set of functions(ψ(x,y) = xpyq) in the filter formulation produces the
order (p+ q) curve momentsmp,q(C ). Although the moment description captures
various levels of the shape distribution, single moments (especially the high order
ones) link poorly to perceivable principal deformation, thus failing in supporting the
perception with actual measurements.

fi(S) =
∫

S
Φi(x,y)dxdy (6.3)

mp,q(C ) =
∮
C

xp(s)yq(s)δ(s)ds, (6.4)

with δ linear density of the contour. Knowing the centre of mass of the curve,xC =
m1,0
m0,0

andyC =
m0,1
m0,0

, allows making the moments invariant undertranslation, to produce the
central line momentsµ:

µp,q(C ) =
∮
C

(x(s)−xC)
p(y(s)−yC)

q δ(s)ds. (6.5)

6.2 Miocardial cells analysis

Vitality of the cells is an important monitoring parameter to assess the quality of a
colture. Miocardial cells, in particular, undergo a series of shape transformation over
time: the magnitude of these changes is a direct measure of the vitality of the cells.
One observes in fact that healthy cells evolve their shapes frequently, while cells in
poor health exhibit quite a static behavior.

A computer aided system can detect a badly conditioned colture and react inre-
sponse, for example adjusting temperature, chemicals and mechanical stresses. Figure
6.1 illustrates a feedback system in which a computer acquires images of the cells and
proactively adjust the colture’s environment [23].

Figure 6.1:Shape analysis and colture feedback. The quality of a cell colture de-
pends on a number of parameters such as temperature, electric and magnetic fields,
chemicals. A computer vision system performing shape detection and shape analysis
can automatically regulate them to achieve a defined goal, such as maximizingthe
number of living cells, the overall vitality of the colture, or the growth rate

In this context, then, we will try to translate the shape information into useful
parameters conveying the “vitality” idea, Not fully satisfied by the meaningfullness
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of the central moments, and to enforce consistency with the perception, we completed
the set of shape descriptors introducing a measure ofsphericity Ψ, spikenessand
boundary activity . Sphericity is a scaled ratio between shape areaA and perimeter
Λ:

Ψ(C ) =
2π ·A (C )

Λ(C )2 (6.6)

inspired by the definition ofellipticity andellipticity variance given in [7].
We applied the classical definition of totalcurvature κtot [45] as

κtot(C ) =
∮
C

∣∣∣∣
∂2C (s)

∂s2

∣∣∣∣ds (6.7)

which through normalization leads to theAverage Curvature

κavg(C ) =
κtot(C )∮
C

∂C (s)
∂s ds

(6.8)

The quantitiesspikenessξ andboundary activity υ are thus defined as

ξ(C ) =
∮
C

∣∣∣∣
∂2C (s)

∂s2 −κavg(C )

∣∣∣∣ds υ(C ) =

(
Λ(C )− 1

n
·

t−1

∑
j=t−n

Λ(C j)

)2

(6.9)

whereC j refers to the shapeC at time stepj andn controls the temporal averaging.
Boundary Activity makes explicit use of the time lapse for its computation.

The computation of these quantities benefits from the underlying proposed Snake
model, in that it is more accurate and conveys more information about the dynamics
of the shape and the deformation process. Table 6.2 shows differencesin a number
of metrics between the Generalized Active Contour and the classical one, on a test
performed on the image sequence of image 6.2.

Figure 6.2:Miocardial cell shape detectionWe repropose figure 3.5. The first row is
obtained using the proposed Active Contour model, while the second row is produced
with the original formulation
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Metrics Generalized Active Contour Classical Active Contour

Area
Perimeter
Area/ Perimeter
Sphericity
Ellipticity
Ellipticity Variance
Total Curvature
Average Curvature
Spikeness
Boundary Activity

frame 55 frame 135 frame 185

3092.0 3540.0 3852.0
227.37 256.84 295.59
13.60 13.78 13.03
0.751 0.674 0.554
0.779 0.739 0.602
0.981 0.967 0.967
483.1 485.7 877.8
2.12 1.89 2.96
2.43 2.61 4.91
28.38 54.53 497.11

frame 55 frame 135 frame 185

2921.0 2984.0 2707.0
210.53 210.82 196.70
13.87 14.15 13.76
0.828 0.843 0.879
0.855 0.865 0.887
0.983 0.981 0.988
334.1 258.0 220.16
1.58 1.22 1.11
1.08 0.82 0.49
24.23 28.12 98.49

We consider in particular the parameter we have just introduced:spikenessand
boundary activity .

Figure 6.3:Shape metrics.Evolution of spikeness and boundary activity, according
to the proposed and original snake model

Figure 6.4: Boundary Activity and Spikeness synthetic shape test. The figure
shows theboundary activity (red) and thespikeness (blue) measures computed on
a 100-frames-long synthetic video sequence. We build the test to highlight thediffer-
ences between the two and show how they can be decoupled

To better understand the means of these parameters, and the validity of the model
that allows their computation, we run a number of synthetic test. In the first test(figure
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6.4), a circular shape (frame 1) deformes into a spiky shape (frame 25) and then back
again to the initial one (frame 50). As expected, thespikenessline has a maximum on
frame 25. On the other side, being the length of the perimeter almost unaffected by
the local transformation, theboundary activity keeps close to zero. From frame 50,
the circle becomes an ellipse. Thespikenessmeasure now stays close to zero, while
theboundary activity shows a significant rise.

Figure 6.5:Boundary Activity and Ellipticity synthetic shape test

In the second test, on figure 6.5, a circle (frame 1) morphs into an ellipse (frame
32) and then back again into a circle (frame 64). The same transformation applies
again from frame 64 to 96, at a double speed. Theellipticity measure (blue) scores
from 0.97 to 0.18, with minima and maxima points of the same value. On the con-
trary, theboundary activity (red) reaches an higher value during the second faster
transformation.

Figure 6.6:Boundary Activity and Spikeness synthetic shape test (2)

Figure 6.6 shows our final test, a complex transformation. The shape undergoes
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abrupt changes from frame 1 to 11 (detected by the high values of the redboundary
activity line), and then a constanst and slow stretch (frames 30 and 70. All these tests
generate shape synthetically and morph them in time according to a known transfor-
mation, whose intensity and direction can be controlled. The analysis reflectsthese
transformations. The goal is to develop a small set of measures able to decouple the
many effects of a transformation. In a nutshell, even if a shape deforms in acom-
plex way (such as in figure 6.6), measures recover from the complexity and give a
simplified yet consistent analysis.

6.3 Drosophila ephitelium

We peformed a twofold analysis. On a single frame, we extracted the networkstruc-
ture removing irrelevant information. On a sequence level, we correlated the sets of
obtained network structures using a point set matching algorithm.

6.3.1 Network extraction

The information gathered by the Random Walk Agents may be overabundantfor mod-
eling purposes, especially when the goal is to obtain compact-size models, flexible
and agile, to be used both for simulation and for prediction of the behavior ofthe
structure. Each location reached by a random walk agent is a node in the graph. Hav-
ing a small parameterk in equation 4.1 thus leads to a very precise but dense graph.
In this respect, only the subsetN r of the nodes associated to non-scalarΘ (and the
correspondent edgesE r ) are interesting in the description, that is:

G r = (N r ,E r) N r ⊂ N s.t.dim(Θ(ni))> 1∀n1 ∈ N r ,

where dim(Θ(ni)) indicates the cardinality of vectorΘ for nodeni . If the border
effects are neglected, the resulting graphG r is a 3-connected graph, in which the
minimum vertex degree (valency of the graph vertices) isd = 3.

In a nuthsell, reconstruction of the geometric model of the cells is carried on
considering only nodes with degree greather than 2. These nodes are considered the
corner of the edges of the cells. The new graphG r consists of such corners and new
edges created between a pair of corners if in the original graph there was astraight
path (a path connecting them not passing through any other corner). Bydoing so, we
prune a lot of nodes and edges and end up with a light, compact representation of the
cellular structure.

Figure 6.7 shows results of the network simplification procedure applied to (a
small portion of) frames 13 and 42.

6.3.2 Point set matching

The general problem of point set matching is a fundamental topic in computervision
and is key for the registration of multiple images. We developed a general, non-
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Figure 6.7:Network simplification . Images show as circle the vertices of the graph.
The first row, computed on frame13of the drosophila “wing” video sequence, shows
a very dense structure. Each node corresponds to a point traced by arandom walk
agent. The structures on the right is the simplified graph, where only nodes with
degree superior than3 were kept. This leads to a “straightening” of the edges and
to a more compact representation. The bottom row shows the same simplification on
frame42

iterative technique based on spectral methods. The purpose of this section is to illus-
trate the approach, and then apply it to the drosophila image sequences. Wemake use
of apairing matrix, which relates pairs of points taken from the two sets. In addition,
we allow the elements of the pairing matrix to depend on a combination of possible
metrics, each of which is defined over the two sets of points.

The technique performs robustly on a variety of application domains, by automat-
ically adapting the set of useful metrics to the particular case under study. Specifically,
the multiplicative structure of the pairing matrix ensures that if a particular metric is
not discriminative enough for a pair of images (versus other similarity measures), it is
automatically overridden by the other more relevant metrics.

Consider two sets of pointsX = {x1, . . . ,xm} andY = {y1, . . . ,yn}, with elements
lying in R

d for some finited, and not necessarily with the same cardinality. We intro-
duce apairing matrixZ ∈ R

mn, with entrieszi j ∈ R. Each elementzi j is intended to
express a measure of similarity between pointxi ∈ X andy j ∈Y and will be specified
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shortly.
Given a matrixZ , the selection of pairs of matching points from the two sets is

performed after a normalization procedure: the matrixZ is preprocessed by comput-
ing its singular-value decomposition

Z = TDU, (6.10)

whereD ∈ R
mn, whereasT,U are properly-sized orthogonal matrices. We replace

diagonal elementsdpp of D, p = 1,2, . . . ,min{m,n}, with identity constants, which
yields

Z̃ = TEU, (6.11)

whereei j = di j , i 6= j, i = 1, . . . ,m, j = 1, . . . ,n,epp = 1, p = 1, . . . ,min{m,n}. This
technique is generally known aswhitening. The largest elements iñZ correspond to
candidate matching pairs as follows: the pair(xi ,y j) is matched if and only ifzi j is the
largest element both of rowi and of columnj. This strong correspondence implies a
“mutual consent” to the match: indeed, ifzi j is the largest element of rowi but not of
column j, pointxi is similar toy j , but not the contrary. As such, the pair(xi ,y j) is not
a valid match.

If one considers each rowi as ann dimensional vectorr i , thenZ is a map from
point xi into vectorr i . Ideally, a pairing matrixZ should be sparse, with a single
non-zero element per row and linearly independent rows. In such a case, r i coin-
cides with one of the coordinate axis ofR

n and as such is the farthest possible from
any other vector row. More generally, if a row vectorr i is close to a coordinate axis
ej ∈ R

n, then it is likely for the pair(xi ,y j) to be a match. However, if two vectors
r i1 and r i2, i1, i2 ∈ {1, . . . ,m}, are adjacent to the same coordinate axisej , then the
corresponding pointsxi1 andxi2 “compete” for the match withy j . Setting the singular
values ofZ to be unitary corresponds to a spatial outspread of its row vectors, thus
alleviating such potential conflicts. Figure 6.8 displays an instance ofZ andZ̃ matri-
ces corresponding to sets of cardinality three. In this example wherem= n, the above
operation corresponds to the normalization the volume of the associated prism.

Let us consider the following set of metricsdk : X×Y→ R,k= 1, . . . ,5:

Metric Definiton

d1(xi ,y j) ‖xi−y j‖p, p> 0

d2(xi ,y j) cos(m(i),m( j))

d3(xi ,y j) cos(m̃(i), m̃( j))

d4(xi ,y j) |d(xi)−d(y j)|
d5(xi ,y j) td(xi ,y j)

1. d1 is a p-norm distance between pairs of points taken from the two sets. The
present case studies consider the Euclidean norm (p= 2).
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Figure 6.8: A withening example. Graphical comparison of pairing matrixZ

(left) and its normalized versioñZ (right), whereZ =

[
0.7000 0.7500 0.4000

0.9000 0.9500 0.1000

0.3000 0.9000 0.8500

]
and

Z̃ =

[
0.8519 0.1527 0.5010

0.4249 0.7607 0.4907

0.3062 0.6309 0.7129

]
. Notice that the row vectors r1, r2, r3 of Z̃ do not cluster

and better spread in space. The pairing matrixZ yields one pair(2,2), whereasZ̃
yields the pairs(1,1),(2,2),(3,3)

2. d2 is a measure of the distance of the i-thmodem(i) and the j-thmodem(j) as-
sociated to each of the two sets. As suggested in [49], the modem of a point set
is computed as follows: first, a square proximity matrix defined according to
the intra-distances between the features of the image is introduced; it is succes-
sively diagonalized and its first min{m,n} eigenvectors, sorted according to the
largest eigenvalues, are regarded as its modes. The distance between the modes
m(i) andm(j) of the two graphs is then computed as their cosine.

3. This metric is valid if the setsX,Y are embedded with a graphical structure.
The distanced3 is characterized analogously asd2, however the modes ˜m are
computed by considering a proximity matrix that has non-zero elements only
if the corresponding pair of vertices are connected by an existing edge inthe
graph.

4. The metricd4 is defined as the absolute value of the difference between the
graphical degree of a pair of points, taken respectively from X and from Y. The
functiond is the degree of a node in a graph. As ford3, this metric is valid if
the setsX,Y are embedded with a graphical structure. However, if no graphical
structure is present over the sets X and Y, then one such graph can be induced
artificially: for instance, edges can be created between pairs of points if their
distance is less than a tunable threshold.

5. Provided an image underlying the point sets, the metricd5, defined by a function
td, computes thetexture differencebetween a neighborhood ofxi ∈ X and one
of y j ∈ Y. Here the pointsxi ,y j are intended as features of the corresponding
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images.
More formally, let us consider the finite discrete domainL⊂ Z

2 made up of the
pixels of the two-dimensional image frame. Given a pointz∈ R

2, we define a
neighborhoodN (z,δ)⊂Z

2 as the set of pixels of the image with centroid lying
within a radiusδ > 0 from z. A function I : L→ R

+ specifies theintensityof
the image over its domain.
Let us now consider the two imagesLx,Ly underlyingX,Y. Given a radiusδ
of choice, the functiontd(z1,z2) computes the absolute value of the difference
between the intensities of the pixels in the neighborhoods of pointsz1 andz2:

td(z1,z2) = ∑
p1∈N (z1,δ)∩Lx

∑
p2∈N (z2,δ)∩Ly

|I (p1)− I (p2)|.

This approach is related to a similar procedure used in [51].

Consider the two sets of feature pointsX andY, with cardinalitym andn respec-
tively. The outcomes of the point set matching procedure is compared with theground
truth. The ground truth is known for the synthetic case studies, whereas for the case
studies based on real images it is directly assessed over the data sets by independent
and unbiased observers. Let us introduce the following four entities:

1. Xtm⊆ X,Ytm⊆Y are the two sets of feature points that are correctly matched,
of cardinality respectivelymtm,ntm

2. Xts ⊆ X,Yts ⊆ Y are the two sets of feature points that are correctly left un-
matched, of cardinality respectivelymts,nts

3. Xf m⊆ X,Yf m⊆Y are the two sets of feature points that are wrongly matched,
of cardinality respectivelymf m,nf m

4. Xf s ⊆ X,Yf s ⊆ Y are the two sets of feature points that are wrongly left un-
matched, of cardinality respectivelymf s,nf s

Notice, as intuitive, thatmtm+mts+mf m+mf s=mand thatntm+nts+nf m+nf s= n.
We define as percentages, over both sets of points, the following quantities:

1. true matches,as the ratio of feature points that are correctly matched, i.e.
mtm+ntm

m+n

2. true singles,as the ratio of feature points that are correctly left un-matched, i.e.
mts+nts

m+n

3. false matches,as the ratio of feature points that are wrongly matched, i.e.
mf m+nf m

m+n

4. false singles,as the ratio of feature points that are wrongly left un-matched, i.e.
mf s+nf s

m+n

The outcome of the case studies will be evaluated according to the introducedquality
measures.
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Synthetic Graph Matching

We consider a graphical structureG = (V,E) with two dimensional spatial compo-
nents, which are constrained to lay within the unit square in the positive quadrant
[0,1]2. The cardinality of the set of nodesV is equal to 50 and their spatial compo-
nents are generated uniformly at random within the specified domain. The edge setE
is created between pairs of nodes inV according to a Bernoulli distribution with mean
equal to 0.5, however the edges that are longer than a specified threshold (0.25) are
discarded. Figure 6.9 shows an example of a graph.

The graph is then morphed into a new structureG̃ = (Ṽ, Ẽ), according to the
following procedure:

1. The setẼ ⊆ E is generated fromE by discarding each edge according to a
Bernoulli probability distribution with meanPe;

2. The setṼ ⊆ V is generated fromV by discarding each edge according to a
Bernoulli probability distribution with meanPv, and additionally by eliminating
the residual edges that connect to vertices inE \ Ẽ;

3. The spatial components associated to the elements inẼ are obtained from those
belonging to the corresponding elements inE by perturbing them with the
addition of a random variable that is uniformly distributed within the square
Mv
2 [−1,1]. In other words, the original coordinates are subjected to a uniform

perturbation that amounts toMv% of their maximum possible value.

The matching procedure proposed is tested on a cohort of pairs of graphs (G,G̃),
parameterized by the input configuration(Pe,Pv,Mv) used to generate them: for each
combination(Pe,Pv,Mv) of perturbation parameters we average the outcomes of 2000
simulations.

Figures 6.9 and 6.10 represent respectively a single pair of test graphs (Pe= Pv =
Mv = 15%), and the outcomes of the matching procedure.

We have employed the first four metricsd1,d2,d3 andd4. The metricd5 is not
employed, since the artificial graphs have no underlying physical image that can be
exploited for the matching procedure. Table 6.1 reports the results for each configu-
ration of the perturbation parameters(Pe,Pv,Mv) are the average of the 2000 simula-
tions. The experiments are divided in five batches: in the first, we uniformly modify
the three perturbation parameters; in the following four, we fix two of the three pa-
rameters and modify the remaining one by using values that match those of the first
batch of experiments. The monotonicity of the performance outputs of the algorithm
with respect to the perturbation level provides evidence of the consistency of the pro-
cedure (see first set of simulations). The results of the last four groups of simulations
“lie within” those of the first batch (the comparison ought to be done by looking at
the accrued true and false value pairs). By comparing the third result of each group of
experiment with the first two, one can observe that the elimination of edges orvertices
affects the quality of the outcomes more than the perturbation of the spatial coordi-
nates of the vertices. This is despite the fact that spatial perturbations canresult in
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Figure 6.9:Synthetic graph generation and perturbation. The original graph (left)
contains50nodes. The perturbed graph (right) was generated usingPe= Pv =Mv =
15%. The blue labels mark the nodes and provide the ground truth correspondence

Figure 6.10:Outcomes of the matching procedure. Graphs refer to the synthetic
ones of Figure 6.9. Here the blue labels indicate correctly matched nodes (true
matches), whereas red labels shows the wrongly matched ones. Nodeswithout la-
bels are correct single nodes

feature crossover. Furthermore, as intuitive, the elimination of an edge (first result of
the last four groups) affects the results more than that of a vertex (second result).

Point Set Matching over a Literature Benchmark: The “CMU House”

We have finally tested our procedure on a known benchmark from the computer vision
literature, known as the “CMU House” [1]. This benchmark contains a setof 110
pictures of a toy house, taken over a black background. We have extracted a set of
features from each image by applying a corner detector [56]. The obtained sets have
a cardinality that is very similar to the sets used in [10, 54] for the same benchmark,
which allows for a fair comparison with those results.

We have tested our algorithm on two experimental setups. Firstly, we have matched
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Perturbation Output Performance

Pe Pv Mv
true

matches
true

singles
false

matches
false

singles

15.00% 15.00% 15.00% 71.01% 7.50% 19.37% 3.12%
12.00% 12.00% 12.00% 79.83% 6.66% 12.07% 1.44%
9.00% 9.00% 9.00% 87.65% 4.37% 7.10% 0.88%
6.00% 6.00% 6.00% 93.06% 3.38% 3.36% 0.20%
3.00% 3.00% 3.00% 97.09% 1.82% 1.04% 0.05%

12.00% 15.00% 15.00% 72.40% 7.21% 18.59% 2.80%
15.00% 12.00% 15.00% 73.17% 6.05% 18.64% 2.14%
15.00% 15.00% 12.00% 78.07% 8.94% 12.19% 1.90%

9.00% 12.00% 12.00% 80.29% 6.71% 11.41% 1.59%
12.00% 9.00% 12.00% 82.31% 4.32% 12.05% 1.32%
12.00% 12.00% 9.00% 84.49% 6.64% 7.80% 1.07%

6.00% 9.00% 9.00% 87.86% 5.62% 6.03% 0.49%
9.00% 6.00% 9.00% 89.31% 3.32% 6.72% 0.65%
9.00% 9.00% 6.00% 90.86% 5.23% 3.42% 0.59%

3.00% 6.00% 6.00% 93.26% 3.60% 2.78% 0.36%
6.00% 3.00% 6.00% 95.17% 1.68% 2.99% 0.16%
6.00% 6.00% 3.00% 94.86% 3.70% 1.20% 0.24%

Table 6.1: Outcomes of the matching procedure tested on sets of randomly generated
and successively perturbed graphs. We have run 2000 simulation for each configura-
tion of perturbation parameters and reported the average of the outcomes.For each of
the 2000 simulations we have first generated a graph, then perturbed it. The perturba-
tion level is tuned via three parameters:Pe, the probability that an edge is erased from
the original graph;Pv, the probability that a vertex is eliminated from the original
graph;Mv, the level of spatial perturbation applied to a vertex of the original graph.

the 109 sequential pairs of images (1-2, 2-3, . . . , 109-110). Figure 6.11 displays the
output of one such pairing: the green labels are obtained from the matchingproce-
dure. Secondly, we have matched 109 pairs of distinct images, randomly chosen from
the set. Figure 6.12 displays the output of one such matching: in green are the correct
labels obtained from the matching procedure, whereas in red are the wrong outcomes.

The first study is meant to test the robustness of the method with respect to po-
sitional jitter, while the second targets the performance against large transformations
and the presence of feature occlusions. Table 6.2 displays the results asaverages
over the 109 tests. The outcomes of both studies appear to sensibly improve those in
[10], and to remarkably improve those in [54]. Notice that the performancemeasure
in [10, 54] is based exclusively on the second component of the pair of images, and
hence slightly differs from the one used in this work, which we believe is moreaccu-
rate. Also, the statistics in both [10, 54] are quite limited in sample size and image
range.
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Figure 6.11:CMU house point set matching test. The figure shows two successive
images (frames 1 and 2) from the CMU House benchmark [1]. The greenlabels are
obtained from the matching procedure. The outcome is, in this case, perfect

Figure 6.12: CMU house point set matching test. Two random images (frames
1 and 67) are considered for the matching procedure over the CMU House bench-
mark [1].As for figure 6.11, the green labels correspond to correctly matched points
(true matches and true singles), whereas the red labels mark wrong outcomes (false
matches and false singles)

Input Output Performance

image
pairs

true
matches

true
singles

false
matches

false
singles

sequential 93.32% 5.48% 0.73% 0.47%
random 75.86% 16.20% 5.68% 2.26%

Table 6.2:Outcomes of the matching procedure.Outcome of the matching proce-
dure tested on 109 pairs of feature sets extracted from 110 images in [1]. The results
are averages over the 109 tests. The top line refers to the 109 pairs of sequential im-
ages such as in figure 6.11, whereas the bottom one to 109 pairs of randomly extracted
images, such as figure 6.12

The Drosophila Wing

This experimental study aims at matching two network structures extracted from bio-
logical data.1 Each network describes the cellular epithelium of a wing ofDrosophila

1The images have been provided by the Axelrod Lab, at the Department of Pathology, Stanford
University School of Medicine, Stanford, USA. Members of the Lab have also contributed in the inter-
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melanogaster, the common fruit fly. The experimental data are obtained with confo-
cal microscopy techniques a few hours after puparium formation. It is ofinterest for
the developmental biologist to have access to quantitative data relating to the network
structure of the epithelium. The graphical structure is extracted from singleframes
that belong to time-lapse movies of the epithelium. The details of the computer vi-
sion technique used to extract the network from a single frame are formally presented
in [50]. Along with the collection of the graphical structures corresponding to each
frame, it is important to match the networks extracted from pairs of frames thatare
successive in time. This procedure is also known as theregistrationof the frames of
the movie.

The experimental data consist of 50 frames consecutive in time, corresponding to
49 pairs of images. Figure 6.13 shows frames (frame 22 and 23) taken from the wet
lab experimental data.

Figure 6.13:Frames22and23considered for the matching procedure. The images
are part of a 40 frame movie and refer to a section of the epithelium of the Drosophila
melanogaster wing. The polygonal structures are 2-d sections of the epithelial cells

For the instance under study, we have employed the metricsd1 andd5. The use of
d5 is dictated by the availability of an actual image containing meaningful information
for the matching. Theintra-metrics d2,d3 andd4 are discarded, which is explained
by observing the similarity of the neighborhood structure for most of the nodes in
the graph. In other words, if most of the internal nodes have a similar number of
connected edges, then the information provided by the metricd4 is redundant. Similar
considerations hold for the metricsd2,d3.

Figure 6.14 and 6.15 display the graphical structures extracted from the frames
in Figure 6.13, and labeled with the outcome of the matching procedure. Unlike
the study in Section 6.3.2, the ground truth has been provided by manual observation
from an independent and unbiased observer. Table 6.3 displays the outcomes of the
procedure, averaged over the 49 tests. The results appear to be rather good when
compared to others in the biology literature [37], especially given the complexity of

pretation of the outcomes of the registration procedure.
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Figure 6.14:The matching procedure applied to the networks of Figure 6.13. The
yellow labels over the nodes correspond to matches (both correct and wrong ones).
The unlabelled nodes are single nodes (both correct and wrong ones)

Figure 6.15:A particular of the matching procedure from Figure 6.14. The struc-
ture undergoes a significant topological change. The green circle highlights a difficult
match that is correctly resolved

the structures and of the dynamics under study (cells both appear do to divide and
to exit the epithelium, the frames are subject to translation, and the images are quite
noisy).

Output Performance

true
matches

true
singles

false
matches

false
singles

88.23% 3.61% 7.92% 0.24%

Table 6.3:Outcomes of the matching procedure for the Drosophila test case. The
matching procedure was here tested on 49 pairs of networks extracted from 50 suc-
cessive frames of a movie. The results are averages over the 49 tests. The movie
refers to the morphogenesis and the dynamics of a section of the wing of Drosophila
melanogaster
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6.4 Variability in melanomas border identification

We analyze the performances of the color segmentation algorithm decribed insection
3.3.2 applied to images of melanocytic lesions. In particular, we compare the output
provided by the algorithm to the output provided by dermatologists, in a Turing-test
like fashion. In this context,segmentationmeans the classification of all points in the
images as part of the lesion or part of the surrounding, healthy skin.

Unfortunately, segmentation of melanocytic lesions is a surprisingly difficult task.
The fundamental reason lies in the fact that lesion borders are often fuzzy and there
exists no operative definition of whether a portion of skin belongs to a lesionor not.
Dermatologists rely on subjective judgement. Automated systems attempt to repli-
cate the assessment of human dermatologists through a number of heuristics.Not
surprisingly, this leads to appreciable variability in the localization of the precise bor-
der of lesions, not only between automated systems and human dermatologists,but
also between different human dermatologists [27].

Quantifying this variability is crucial for at least two reasons. First, it allowsone
to estimate the level of noise affecting large, multi-operator epidemiological studies
e.g. correlating lesion size to benignity. Second, human inter-operator variability
effectively provides an upper bound to the segmentation accuracy achievable by any
automated system, as long as “ground truth” is provided by the subjective evaluation
of human dermatologists rather than by a standard operative definition. Forexample,
if even experienced dermatologists disagree on how to classify 5% of the area of an
image, no automated system can be expected to classify “correctly” more than95%
of the area of that image.

This section thus evaluates the variability in lesion border identification by a group
of 12 dermatologists and 4 algorithms. Our is the largest of the studies so far,and
the only one that differentiates dermatologists based on dermatoscopy training expe-
rience. The human inter-operator variability is then compared to the segmentation
accuracy of the algorithms, representative of the three fundamental state-of-the-art
automated segmentation techniques and of a fourth, novel, technique.

While some studies (e.g. [47]) have one or more dermatologists subjectively as-
sess the quality of the proposed automated systems, the general consensus is that eval-
uation methods striving for a greater degree of objectivity are preferable [14]. Most of
these methods rely on aground truthsegmentation against which the proposed seg-
mentation is assessed, labeling its pixels as True Positive (TP), False Positive (FP),
False Negative (FN) or True Negative (TN), depending on whether they are classified
as part of the lesion, respectively, in both segmentations, only in the proposed segmen-
tation, only in the ground truth segmentation, or in neither of the two. The number
of pixels in the FP and FN categories, usually normalized dividing them either by the
size of the proposed lesion (TP+FP), by the size of the ground truth lesion(TP+FN) or
by the size of its complement (FP+TN), provide a measure of the divergence between
the proposed segmentation and the ground truth.

The fundamental problem with these approaches is that any definition of “ground
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Table 6.4: Some common metrics to evaluate segmentation

XOR Error [12] (FP+FN
TP+FN )×100%

Specificity (1− FP
FP+TN)×100%

Sensitivity or Recall (1− FN
TP+FN)×100%

Precision (1− FP
FP+TP)×100%

truth” based on the segmentation of a single dermatologist is inherently highly sub-
jective. Thus, several recent approaches combine the evaluation of multiple derma-
tologists to obtain a more objective ground truth segmentation. However, theseap-
proaches are more complex, and all exhibit some shortcomings.

All of mentioned metrics share a subtler but serious problem: they do not provide
an idea of how well one can expect a proposed segmentation to perform. While some
of them are normalized in such a way that, for every (set of) ground truth(s), the best
score a segmentation can achieve is exactly 1, it is generally unrealistic for any human
dermatologist - and thus for any automated segmentation system - to achieve such a
score.

The solution we propose is simple: when evaluating an automated segmentation
system, in addition to the ground truth segmentation(s), one should always employ
one more “calibration” segmentation provided by an experienced dermatologist. The
divergence of the calibration segmentation from the ground truth (by whatever metric
one may choose) provides a clear, intuitive indication of the best divergence one can
hope for when evaluating by that same metric an automated segmentation system (or
even, in fact, a less experienced dermatologist!).In a nutshell, we propose the vari-
ability between experienced human dermatologists in the localization of melanocytic
lesion border to be used as agold standardto assess the quality of any automated
segmentation system.

While the choice of the basic divergence metric is relatively unimportant, our
choice would fall on the average ofFP

FP+TP over all ground truths (i.e. the Misclas-
sification probability of [27]) paired with the complementary average ofFN

FP+TP to
account for false negatives. The latter metric is similar to Precision and Recall, but
the normalization takes place over the size of the lesion according to the segmentation
under test (as in [27]) rather than according to ground truth – allowing divergence from
each ground truth to have the same weight. This pair of metrics makes extremely clear
the source of a segmentation’s divergence from ground truth - identifying whether the
cause lies in many ground truth lesion pixels classified as healthy skin (leadingto high
FN) or many ground truth healthy skin pixels classified as lesion (leading to high FP).

60 (768 by 576 pixel) images of melanocytic lesions were acquired using a Fotofinder
digital dermatoscope. 12 copies of each image where then printed on 13 cm by 18 cm
photographic paper. A copy of each image together with a marker was given to each
of 4 “junior”, 4 “senior” and 4 “expert” dermatologists (respectively less that 1 year
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of dermoscopy training, between 1 and 5 years, and more than 5 years).Each der-
matologist was then asked to independently draw the border of each lesion with the
marker. The images (and borders) were scanned and realigned to the same frame of
reference. Finally, the contours provided by the markers were extracted and com-
pared. This allowed the identification, for each pixel of each original image, of the
set of dermatologists classifying it as part of the lesion proper or of the surrounding,
healthy skin.

This approach required a considerable amount of engineering effortcompared to
that of similar studies in the literature. [27] had dermatologists use Adobe Photo-
Shop’s “pencil” tool to draw a polygonal approximation of the contour. [14] and [12]
had dermatologists indentify a sparse set of points in the contour and then fitthe points
to a second-order B-spline. [33] had dermatologists draw the border ona tablet com-
puter. Our goal was to maximize the comfort of dermatologists, thus minimizing the
noise in border localization caused by the use of unfamiliar drawing tools.

Figure 6.16: Hand traced borders compared with c-fuzzy and SIDE.12 hand
traced borders (red, black and white) and the shape detection obtained with modi-
fied c-Fuzzy (blue) and SIDE(yellow)

Each of the 4 possible sets of 3 expert dermatologists was used to provide a
“ground truth” from which the divergence of the remaining expert dermatologist, of
the 4 senior and the 4 junior dermatologists, as well as of 4 segmentation algorithms
was assessed. Figure 6.17 shows the average value (over the 60 imagesand the 3
ground truth segmentations) of the values ofFP

TP+FP and of FN
TP+FP.

The 4 algorithms are representative of the 3 main classes of automated lesion
segmentation techniques in the literature, as well as of a fourth, novel technique.

The first class uses edges and smoothness constraints to identify the lesion. We
implemented GVF Snakes [24]: a promising approach, though with a number ofse-
rious shortcomings. The algorithm requires a good initial segmentation to converge,
a preprocessing such as black frame removal or hair removal [13, 25], and a morpho-
logical postprocessing to refine the results.

The second class performs color clustering directly on the image: this includes
Modified JSEG [12] and SIDE [26]. We implemented the latter.

The third class performs clustering on the color histogram and then maps back
to the original image. Mean-Shift [39] and Fuzzy c-means [47] are representative of
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Figure 6.17:A Touring test approach. Average divergence of each expert derma-
tologist from the ground truth provided by the other three; and average divergence
of senior and junior dermatologists and of4 segmentation algorithms from the same
ground truth. Divergence is measured as false negative area (FN: lesionpixels mis-
classified as healthy skin) and false positive area (FP: healthy skin pixels misclassified
as lesion) as a percentage of the proposed segmentation area (TP+FP:pixels corretly
or incorrectly classified as lesion)

this class. These clustering algorithms work either using the RGB space [13], the B
component [33], the Lab space [62], or the Pricipal Component decomposition [47].

A technique that does not fit into any of the above could be based onStatistical
Thresholding- in a nutshell, classifying as lesion those portions of skin that statisti-
cally differ in color from healthy skin. Given the average RGB colorµ and matrix
varianceΣ of an healthy patch of skin (e.g. taken from the boundaries of the image)
each pixel is classifies as lesion according to

d(c,µ)≥ k · |Σ|

whered is the Euclidean distance in the color space andk is a scalar controlling
the sensitivity of the algorithm. Obviously, the algorithm does not perform well on
lesions covering only a small region of the image: this is a problem common to many
algorithms that can be easily fixed with a crop of the image frame. The advantages
of this approach are that it is simple to implement, and that it corresponds to a very
“natural” definition of lesion (as the portion of skin exhibiting sufficient color variance
from healthy skin).

The results of Figure 6.17 show appreciable variability in the localization of the
border of melanocytic lesions between human dermatologists. Even an expert derma-
tologist “misclassifies” (compared to a ground truth provided by other expert derma-
tologists) a portion of the image with an area between 2.2% and 39.1% of the areaof
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the lesion itself. Less experienced dermatologists have an even lower agreement with
their expert colleagues: the misclassified portion of the image has an area between
7.4% and 62.5% of the area of the lesion itself for “senior” and between 5.9%and
152.4% for “junior” dermatologists.

Although not entirely apparent from Figure 6.17, this divergence is notdue to
a systematic bias of individual dermatologists towards “tighter” or “looser” borders:
we ranked all dermatologists for each lesion in order of increasing surface classified
as lesion, and each dermatologist ranked first on at least one lesion, and at eighth
or “larger” on at least another. On the other hand, expert dermatologists do show a
very slight bias towards “tighter” borders (perhaps a symptom of greater confidence),
and also, as should be expected, a somewhat greater agreement with other expert
dermatologists than with less experienced ones.

It would certainly be interesting to study the impact of such variability on large,
multi-operator epidemiological studies. These results seem to roughly confirm those
of [27], though they are not directly comparable due to the different methodology
([27] evaluates the segmentation divergence of human dermatologists from amix of
human and algorithmic segmentations, rather than only from human segmentations).
They also suggest that dermatoscopy skills require at least several years of training to
mature.

In terms of algorithms, SIDE, Snakes and Statistical Thresholding did not perform
very well, misclassifying a portion of the image with an area respectively between
8.4% and 92.6%, between 12.1% and 245.5%, and between 13.8% and 151.9%of the
area of the lesion itself. These 3 algorithms were outperformed on averageby every
dermatologist, including ones belonging to the least experienced, “junior” cohort. As
for Snakes, this might have been expected. As for Statistical Thresholding, this shows
that unfortunately the most natural, axiomatic definition of lesion (as the portionof
skin exhibiting sufficient color variance from healthy skin) fails to provideresults
that, in practice, match the actual intuition of the human eye. As for SIDE, its poor
performance is somewhat unexpected, given the results of [26]. This may be due, in
part, to the fact that SIDE is a particularly difficult algorithm to calibrate correctly
- its performance could perhaps be improved with better fine-tuning than what we
managed to achieve.

On the other hand, our variant of Fuzzyc-means performed extremely well. On
average, it misclassified a portion of the image with an area between 3.7% and 50.2%
of the area of the lesion itself (again, using as ground truths the segmentations pro-
vided by teams of three expert dermatologists). This is barely worse, and in1 case out
of 4 better, than the performance of the fourth, expert dermatologist used as “control”
in each case. It is also significantly better than the performance of all remaining se-
nior and junior dermatologists. Figure 6.16 provides a visual intuition of the quality
of the results of this algorithm. Fuzzyc-means thus appears an excellent candidate to
provide standardized, objective and highly reproducible segmentation ofmelanocytic
lesions and assessment of corresponding features that closely match those of the most
experienced dermatologists.



82 CHAPTER 6. SHAPE ANALYSIS

6.5 The cardial patch

Cardial patches pulsate at regular intervals. This spontaneous behavior is not forced
by any chemical or electrical stimulation: provided an healthy environment, thepatch
“knows” it is made of miocardial cells and thus behave according to. We analyzed the
pulsation (here defined as the variation of the area over time) obtaining an electrocardiogram-
like plot. Our analysis directly measures mechanical movements such as inflation/deflation,
opposed to ECG which infers mechanical movements by detecting small electrical ac-
tivities. In details, we measured the area of the region bounded by the Active Contour
(recall section 3.4.2) and filtered the obtained data with a median filter to denoisethe
signal. For non technicians, we developed a graphical user interface.In this context,
we claim our tool to be less invasive than ECG, less expensive and in general more
reliable because of the contactless interface with the patch.

Interestingly, some patches present an asymmetric V-shape pulsation, character-
ized by a little “step” at half the ascent. We are still speculating about the nature of
this, wondering wheter is benignant or malignant. In any case this teaches that such
peculiar waveforms could be coded and that the analysis of the trace couldprovide a
quality assessment. The quality check may be performed by a human or directlyby a
machine vision system.



7
Synthesis

This chapter closes the work discussing the concept ofSynthesis. Section 7.1
explains what we mean for Synthesis, while section 7.2 shows a practical model
for the drosophila melanogaster epithelium.

7.1 Why synthesis

The synthesis step involves the creation of amodel of the structure of interest. Ob-
served data and prior knowledge are the guidelines in the design process. Models
serve a number of purposes, for instance to predict a behavior, to mathematically ana-
lyze or to prove properties. Generally speaking, one model is often build toaddress a
subset of all the possible purposes; for instance FEM (Finite Elements Methods) mod-
els analyze mechanical properties, omitting chemical reactions or magnetic fields.

7.2 A (drosophila) epithelium mechanical model

This section is mainly due to Assistant Professor Alessandro Abate, who started work-
ing on the model in 2006 and developed the first working code.

7.2.1 Goals of the model

The morphogenesis of the Drosophila Melanogaster fruit fly is well studiedin biology,
still some part of the developmental stage are missing. In particular, the formation of
the grooves in the embryo is unexplained. 3D confocal analysis qualitatively suggests
that grooves morphogenesis critically depends on mechanical forces applied to the
epithelium and to the mesoderm. There are a number of distinct forces that seems
to play a role in the formation of the grooves, such asactin cablesandmyosin accu-
mulation. The main purpose of the model is thus to understand, analytically or with
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simulations, the distribution and the extent of these forces, as well to infer theme-
chanical characteristics on the epithelium. The model should also gather newinsight
and drive new hypotheses.

7.2.2 A package of cells

The epithelium is modeled as a 2D network of cells. For simplicity, each cell was con-
sidered to be exagonal, as this is the most frequent shape in the drosophilaepithelium.
Cells are regularly packed, and they do not split or move relatively to the neighbor
cells. The tissue is flat, but it is folded 3-dimensionally.

Each cell is assumed to be elastic. This is modeled as a mixture of springs and
dampers. Among different possible configurations, we modeled the edgesof the cell
as a spring and a dumper in parallel [5]. We also added internal springs,connecting
opposite vertices, to prevent shrinking and to enforce a convex shape. Springs and
dampers have the usual number of parameters, such as maximal elongation,stiffness,
resting length and friction (see figure 7.1).

The whole movement of the epithelium is obtained applying forces to the vertices
of the cells and integrating them over time. The model we get is very close to a FEM,
whereas we choose an explicit eulerian integration scheme rather than an implicit one.
For small time steps, the difference between the two schemes is negligible.

Figure 7.1:Mechanical model of the Drosophila Melanogaster epithelium. The
elasticity of the cell (left) is obtained by means of a network of springs and dampers.
Each edge of the hexagon is a pair spring-damper in parallel. To prevent collapse
and to enforce convexity, the model adds 3 virtual edges connecting opposite vertices.
Again, each of these edges consists of a spring and a damper. The epithelium (right)
is then modeled as a package of cells, regularly distributed in the space

Referring to cloth simulation [5], in the following we’ll callparticles rthe vertices
of the cells, andspring-damperthe edges. Every particle is described by a set of
numbers:

• positionp
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• velocityv

• accelerationa

• massm

• forcef

We first compute the forces for every particler i , considering external forces, springs
and dampers, according to

f i =− ∑
r jneigh(r i)

ks · (l i j −||pi−p j ||)ei j

− ∑
r jneigh(r i)

kd · (vi−v j)+ fext

wherel i j is the resting length of the spring connectingr i andr j , ei j is the versor of the
edge andfext takes in account all the external forces.

Once weve computed all of the forces in the system, we integrate them over time.
[

ṗi
v̇i

]
=

[
vi

f i/m

]
(7.1)

As mentioned, our discretization scheme is a standard forward Euler, whichproduces
good results with small∆t

[
pi(t +1)
vi(t +1)

]
=

[
pi(t)
vi(t)

]
+

[
vi(t)

f i(t)/m

]
·∆t (7.2)

7.2.3 Simulation results, parameter identification

We tested our model running several simulations, varying the numbers of cells, pa-
rameters and forces. The results are qualitatively similar to what commonly observed
via microscope, although some works still need to be done. The roadmap towards a
full comprehension of the morphogenesis mechanism is quite long, even if theme-
chanical model seems to be satisfactory. Our efforts lead to the hypothesisof two
main external forces driving the formation of the groves: adorsal closureforce and
anactin cableone. The former accounts for the closure of the initially flat patch of
cells into a folded, cylindric, one; the latter produces the groves deeping them into the
fruit fly body.

An open area of research is the identification of the real value of the parameters
of the model. This is possible applying the model to the real data. The complete
workflow is explained in figure 7.2: we first obtain the reticular shape fromthe video
sequence using the techniques in chapters 5 and 4. Then, we correlate the frames
using the Point Set Matching algorithm (as described in) to capture the evolution of
the cells over time. If the parameters and the forces are correct, the time evolution of
the synthetic cells will match that of the real cells.

Preliminary results are shown in figure 7.3.
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Figure 7.2:Towards parameter identification. The mechanical models has a num-
ber of internal parameters, such as stiffness coefficients, friction, external forces. The
exact value of these numbers leads to a simulation (in silico shape) equals to the shape
captured from the video sequence (in vivo shape). In general, the problem is ill posed,
and the solutions lie in a large subspace. Nonetheless, an analytical representation of
the space, or even a numerical approximation, would lead significant insights in the
morphogenesis

Figure 7.3:Simulations of the grooves formation. Several simulations, run with a
different number of cells and parameters, lead to the same qualitative results. Dorsal
closure forces and actin cable forces act here a main role in the formation ofthe
grooves. In white: actin cable force, pushing cells in the inside of the drosophila fruit
fly; in green: dorsal closure forces, folding the plain patch into a cylinder



8
ToolBox

The chapter describes the toolbox we developed to handle Generalized Active
Contours, Random Walk Agents and J-maps. We use here a compactand read-
able pseudo-code even though the original source code was implemented in Mat-
lab (Mathworks Inc.)

8.1 Generalized Active Contour toolbox

There are two types of implementation for snake models: the implicit one and the
explicit one. Both implementations rely on a discretization of the continous curve
C (s) both in space and time.

Implicit models, such as the formulation used in [42], embed the snake as the
zero level set of a higher dimensional function and solve the corresponding equation
of motion for a fixed time step. As briefly discussed in section 1.3, the boundary of
the Active ContourC (s) is then recovered byϕ = 0, whereϕ is a discrete-domain
function. Such methodology is suited for the recovery of objects with complexshapes
and unknown topologies. However, due the higher dimensional formulation, implicit
models are unconvenient for shape analysis, visualization, and user interaction.

In explicit implementations, on the contrary, the representation of the boundary
is explicitly stored in a variable for easy access andC (s) is approximate using a set
of (ordered) pointsC = {x1,x2, · · ·xn} joined by a straight line. More sophisticated
interpolation schemes are possible, such as quadratic or cubic bezier curves.

In other words, implicit models use a Lagrangian representation, whereasexplicit
models use an Eulerian one.

Each point has a mass, and forces -directly applied to the points- move them in
space. Code snippet 1 shows the main loop of the explicit model provided within the
toolbox. The loop is here intended to work on a static imageI as presented in chapter
3. Line 1 and 2 initialize the mass and velocity vectors:m andv are respectively arrays
containing the masses of the points (here set to unitary) and the velocity vectors (at
the beginning set to zero). Line 3 initializes the position of the pointsx: in our experi-
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Code snippet 1- Generalized Active Contour main loop

1 m ← 1 //mass vector

2 v ← 0 //velocity vector

3 x ← initPosition() //points initial position

4 I ← extractImage()
5 for t=1 to end {
6 f ← computeForces(I,x) //forces acting on the boundary

7 a ← f/m
8 x,v ← timeIntegration(x,v,a) } //move points according to the

//preferred integration scheme

ments we chose a circular rest position. Indeed, the initial position of the points is not
a critical factor and almost any other configuration is suitable. This is especially true
for the Generalized Active Contour, which by its nature tends to define the energy term
E as a convex function (recall equations 3.4 and 3.10). Line 6 and line 8 arethe core
of the method.computeForces(...) computes and outputs the forces acting on
the Contour (acting on thepoints of the Contour), whiletimeIntegration(...)
advances points in time using “a certain time-integration scheme”.

The toolbox provides code for an explicit time integration. Provided thatdt→ 0,
the scheme is stable. More accurate schemes, such as Runge-Kutta or implicitones
[9], are still possible. If the simulation reveals unstable, one can force a smallerdt
or use a damped integration scheme. A damped scheme dissipates kinetic energy,
resulting in a (usually) non-oscillating behavior. Snippet 2 shows the damped scheme
provided in the toolbox, in which the velocityv is totally dissipated at every time step
(line 2). In our simulation we almost always used the non-dampedtimeIntegration(.).

Code snippet 2- Forward damped time integration

1 function dampedTimeIntegration(x,v,a)
2 v ← 0
3 return timeIntegration(x,v,a)

ThecomputeForces(I,x) function is the core function. It defines the en-
ergy (equation 3.10) of the (Generalized) Active Contour and computes the forces
acting on points as derivative (equation 3.6). The function takes two input:the posi-
tion of the pointsx and the imageI. Even though the two inputs are often used to-
gether and simultaneously, one can argue that the former is primarly used to compute
configuration-based energies (such asSg(C )) while the latter to compute image-based
energies (such asPg(C )) (recall the distinction betweenmodel energyandimage en-
ergy introduced in section 3.3).
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Code snippet 3 shows a straightforward implementation, derived directly from
equation 3.12. Lines 5−7 compute the classical Active Contour forces according to

Code snippet 3- Generalized Active Contour Force computation

1 function computeForces(I,x)
2 f ← 0
2 e ← 0
3 for i=1 to |x| {
4 //Active Contours forces

5 f[i] ← firstDerivativeF(x) //∂C /∂s

6 f[i] ← f[i] + secondDerivativeF(x) //∂2C /∂s2

7 f[i] ← f[i] + imageDerivativeF(I) //∇D I

8 //Generalized Active Contours forces

9 f[i] ← f[i] + numericalDerivative(E1(I,x))
10 f[i] ← f[i] + numericalDerivative(E2(I,x))
11 . . . . . .
12 f[i] ← f[i] + numericalDerivative(Eng+nf(I,x)) }
13 return f

equation 3.8:

F(s) =−∇D [I ]+2
∂
∂s

(
α(s)

∂C
∂s

)
+2

∂2

∂s2

(
β(s)

∂2C

∂s2

)
(8.1)

This a well-known task [7, 48].
Lines 9−12 show the computation of the generalized forces, in the pseudocode

calculated as numerical derivative (see the variational principle, equations 3.6 and 3.7)
of the generalized energiesE1, . . . ,Eng+nf . For details on thenumericalDerivative(),
please look at the very good [41], [53].

8.1.1 The “Energy” toolbox

Many efforts have been directed towards the creation of a toolbox of energy functions.
The idea is to use these functions as building blocks (code snippet 3) for amore
general purpose algorithm.

Tables I and II show a number of functionals provided in the toolbox1. Our
design choice was to mainly use linear and gaussian-based energies. We found this to
be a good tradeoff between complexity and robustness. Indeed, if the real density is
known, one can design more accurate terms.

1To keep notation simple, we here used the symbolΣ to compute the variance of a distribution -
usually color-. We also introduced the trivial function “Area” to compute the area of a Contour
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Energy Toolbox I/II

Name Figure Definition

Inner Color()

E =− 1
σ
√

2π ·e
− µ2

2σ2

µ=
∫
C− |I(ω)−c| dω

c=desired inner color

C − = interior ofC

Inner Color energy drives the Contour to have an internal colorc

Outer Color()

E =− 1
σ
√

2π ·e
− µ2

2σ2

µ=
∫
C+ |I(ω)−c| dω

c=desired inner color

C + = exterior ofC

Outer Color energy drives the Contour towards an external colorc

The areas ofc color remain out of the Contour

Surrounding Inner

E =− 1
σ
√

2π ·e
− µ2

2σ2

µ=
∫
C+ |I(ω)−c| dω

c=desired outer color

Color()

Surrounding Inner Color forces the Contour to have a small internal neighbor of colorc

Surrounding Outer

E =− 1
σ
√

2π ·e
− µ2

2σ2

µ=
∫
C+ |I(ω)−c| dω

c=desired outer color

Color()

Surrounding Outer Color forces the Contour to have a small external neighbor of colorc

The areas ofc color remain out of the Contour

Spikeness()

E =−min(µ,µmax)
N

µ=
∫
C κ(s)ds

κ(s) = ∂2C (s)
∂s2

µmax=max value forµ

N =normalizing constant

Depending on the sign, force a spiky appearance or a cloudy onec
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Energy Toolbox II/II

Name Figure Definition

Area()

E =− 1
σ
√

2π ·e
− µ2

2σ2

µ=
∫
C− |area(C )−c| dω

c=desired area size

Area energy drives the Contour towards an area sizec

Enflate()

E =−min(µ,µmax)
N

µ=
∫
C− ds

µmax=max value forµ

Deflate() N =normalizing constant

Enflate (or Deflate) the Active Contours forcing a larger (smaller) area.

µmax is an upper bound, possibly unreachable

Inter Class

E =− 1
σ
√

2π ·e
− µ2

2σ2

µ= |Σ(I(C +))−Σ(I(C −))|

Color Variance()

Inter Class Color Variance enhances the color variance between the interior and the exterior

Internal Minimal

E =−min(µ,µmax)
N

µ= Σ(I(C −))
µmax=max value forµ

(Maximal) N =normalizing constant

Color Variance()

Internal Minimal (or Maximal) Variance favours a small (large) internal color variance

Inter Class

E =− 1
σ
√

2π ·e
− µ2

2σ2

µ= |∫C− I(C)dω+
−∫

C+ I(C)dω|
Color()

Inter Class Color enhances the color difference between the interior andthe exterior
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As a general guideline, we used a gaussian function to impose a specific value on
a specific metric. For instance, theInner Color() energy term drives the Contour
towards ac interior color. All the deviations fromc are discouraged using a gaussian
weight.

The linear functions are instead used if a specific “equilibrium” value is not de-
sired or one wants for a metric to grow as much as possible. For instance, the
Spikeness() energy term encourages the Contour to grow in spikeness regardless
of its value.

8.2 Random Walk Agents toolbox

Recalling chapter 4, the Random Walk Agents are a suitable approach to detect retic-
ular shapes. The idea is to run a number of agents on the “digital landscape” (the
imageI ), each of them following a path. The paths traced by the Agents generate a
graph structure drawn over the real (reticular) one.

Code snippet 4 shows the main loop of the approach. There are a number of

Code snippet 4- Randow Walk Agents main loop

1 PQ← initPriorityQueue() //create a priority queue

2 G← initGraph() //create an empty graph

3 while PQ not empty() {
4 A← dequeue(PQ) //extract the best agent

5 valid, border← validateAgent(A,I,G)
6 if valid
7 G← add2Graph(G,A) //add to the graph

8 if (valid and not(border)) {
9 E← computeEnergyFunction(I,Ai)
10 D← pickDirections(E)
11 for k=1 to |D| {
12 Ak← moveAgent(A,Dk)
13 PQ← enqueue(Ak,PQ) }
14 }
15 }

elements playing a role. Line 1 and 2 respectively create a priority queuePQ with one
Agent and an empty graphG. The former is used to list the moving Agents; the latter
to store the positions traced by the Agents and their paths. As discussed in section 1.3,
the shape representation model is a graph augmented with the geometrical positions
of the nodes. At the end of the procedure the shape will be given by the nodes and the
edges of the graph.

The priority queue provided in the Toolbox is based on a Heap Tree [19].Lines 4
and 13 show the role of the priority queue: after an Agent moves, it gets stored in the
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queue. The queue is ranked by increasing values of theE function, thus at every cycle
only the best Agent is choosen for moving.

After an Agent gets dequeued, thevalidateAgent() function tests for valid-
ity. The Agents must obey a number of rules to be “valid”: for instance a validagent
does not create small loops nor is too close to an existing node inG. If the Agent is
valid, its position is inserted into the graphG: add2Graph() takes care of the in-
sertion, creating the right edges. If the agent is valid and is not on the border, it also
moves (line 12). The directions of advancement are given bycomputeEnergyFunction()
andpickDirections() (lines 9−10), respectively computing the energy func-
tion Ê (equation 4.4) and the heading directionsΘ (equation 4.5). Finally,moveAgent()
implements the motion equation 4.1.

The procedure iterates until the queue is empty, i.e. no more Agents are on the
frame.

Code snippet 5 shows thevalidateAgent() function

Code snippet 5- valid Agent

1 function validateAgent(I,G,A)
2 G’← add2Graph(G,A)
3 valid← true
4 if (loopLength(G’)<10)
5 valid← false
6 border← closeToBorder(A,I)
7 return valid,border

loopLength() andcloseToBorder() test for geometrical condition. The
former tests the graphG’ to contain a loop smaller than 10 edges [19], the latter for
the position of the AgentA to be close to the border of the imageI. Code snippet 6

Code snippet 6- compute the Energy

1 function computeEnergyFunction(I,A)
2 E← malloc(360) //allocate memory for E

3 for theta=0 to 359 {
4 Ω← createSector(A,theta)
5 E[theta]← sum(I - Ω } //integral 4.4

6 return E

computes the energŷE . Line 4 creates a mask centered on the AgentA [55], line 5
computes the integral (here a discrete sum) of equation 4.4.
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8.3 J-Maps toolbox

J-Maps were introduced in section 8.3. Briefly recalling to memory, they are atool to
morph a shapeΦt into Φt+1, whereΦt is the shape (detected) on frameIt andΦt+1

is the shape on frameIt+1. They are mostly used in the Active Contour incremental
approach (section 5.3).

Given two framesIt , It+1 and a locationx=x,y on It , code snippet 5 shows the
creation of a single J-Map. The procedure first allocates the memory to storeJ (line

Code snippet 7- J-Map computation

1 function getJMap(It,It+1,y,x)
2 N← 20 //size of the map

3 J← malloc(2N+1,2N+1) //allocate memory

4 for ty=-N to N {
5 for tx=-N to N { //scan all the J-Map

6 if (tx2+ty2>N2

7 J[ty,tx]← ∞
8 else {
9 for xx=-N to N {
10 for yy=-N to N { //likelihood of being the right translation

11 J[ty,tx]← J[ty,tx]+
+ |It[y+yy,x+xx]-It+1[y+ty+yy,x+tx+xx]| } }

12 }
13 } }
14 return J

3), then fills the entries of the map in a doubly-nested loop (lines 4−5). The logical
meaning ofty andtx is “guessed shift”: the procedure pretends the original point
y,x to be shifted ony+ty,x+tx and evaluate the likelihood of this on lines 9−11.

Figure 8.1:J-map. The output ofgetJMap() is a single J-Map. Each point of the
map compute the likelihood of pointy,x on It to be mapped ony+ty,x+tx of It+1

The computation of the all J-Maps iteratively callsgetJMaps() on the points
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of the ContourC t .

Code snippet 8- J-Maps computation

1 function getJMaps(It,It+1,Ct)
2 Ja← malloc(.,.,|Ct|) //allocate the right amount of memory

3 for i=1 to |Ct| { //for each point of the Contour

4 y,x← Ct[i]
5 Ja[i]← getJMap(It,It+1,y,x) }
6 returnJa

8.3.1 J-Maps correction

As discussed in section 5.3.1, often J-Maps need to be corrected. Code snippets 9
and 10, based on equation 5.18, implements such a correction. Thewhile loop is

Code snippet 9- J-Maps computation

1 function correctJMaps(Ja)
2 loop← 0
3 while (true) {
4 loop← loop+1
5 Jac← onePassCorrection(Ja)
6 noChanges← numberOfChanges(Jac,Ja)
7 Ja← Jac
8 if (noChanges==0 or loop>5)
9 exitLoop
10 }
11 if (loop>5)
12 return ’fail’
13 return Ja

built around theonePassCorrection() function. If no more corrections hap-
pens, then the J-Maps are adjusted.numberOfChanges(Jac,Ja) is a suitable
function that counts the number of global minima locations undergoing a change. If
noChanges is equal to zero, thenonePassCorrection() had no effect on the
maps and hence the while loop terminates. Line 11 tests for the number of loops of
the statement. If the number is greater than 5 no convergence has been reached, and
the procedure is manually marked as ’failed’. As we observed in our experiments, a
typical convergence involves two or three loops. This kind of check is necessary. In
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fact, large deformations and/or abrupt changes of the structure potentially lead to a
miscalculation of the optical flow. This is a violation of equation 5.4.

Code snippet 10- J-Maps one pass correction

1 function onePassCorrection(Ja)
2 Jac← malloc(...)
3 for i=0 to |Ja| {
4 Jnn← getCloseJMaps(i,Ja)
5 v̄y,v̄x,σ,← getGaussParameter(Jnn)
6 Jac[i]← Ja[i] · gaussWin(v̄y,v̄x,σ) }
7 return Jac

Snippet 10 shows the details of theonePassCorrection() function. It takes
as input the whole set of maps to be corrected (Ja), and outputs the adjusted version
(Jas). Given a single J-Map “i”, the functiongetCloseJMaps() on line 4 returns
all the J-Maps that are close in space to the “i-th”. Recalling the meaning of a J-
Map, each J-Map is associated to a point of the ContourC , so in the end a map is
univocally associated to a precise location in space.getCloseJMaps() returns all
the J-Maps that refers to points close to the point referred by the “i-th”. The subscript
“nn” means “nearest-neighbor”, as the function implements a sort of nearest neighbor
search based on kd-trees (see the excellent [30]).

getGaussParameter(Jnn) takes all the mentioned maps and computes the
parameter of the gaussian curve fitting the locations of the local minima ofJnn.
Finally line 6 weightsJa[i] multiplying by the gaussian curve.

We repropose figure 5.3 (figure 8.2 below), showing the output ofcorrectJMaps()
on a single J-map.

Figure 8.2:Correction of the J-Maps. The J-map on the right,̄Js, is computed from
Js according to equation 5.18. The blu cross is the position of the old global minimum.
The red cross is the center of the gaussian (v̄x, v̄y). The yellow cross is the location of
the new global minimum
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Conclusions and Future Works

9.1 Conclusions

This work presented an energy-based unified framework for shape detection, devel-
oping a theoretical background and then applying it to real cases. Shape detection is
the first and most important step to build a robust computer vision system: the work
emphasized theoretical aspects, but also showed a number of applications. In particu-
lar, the developed algorithms proved to be effective in a number of case studies, both
in the static and in the dynamic context.

Shape analysis can then be considered (one of) the “goal” of the shapedetec-
tion. A chapter is thus dedicated to such topic, addressing popular problemsin the
community. Having a shape is in fact useless if usefuls facts cannot be extraced.

Shape synthesis is a step further. Synthesis comes when the knowledge is so high
that one can guess the hidden nature of the object and model it. The model can match
in silico the in vivobehavior and thus be used to predict events.

9.2 Future works

Much has still to be done. Every chapter ends in an opened way. The solution of a
practical problem and the development of a theoretical background is thebare min-
imum to consider a real progress towards the full knowledge of a wide topicsuch
Computer Vision and Image Analysis. The effort of this work is to develop tools and
methodologies useful in a real-life context. For this reason, we rarely used synthetic
test to prove effectiveness. The ambitious big picture is not to publish a good-looking
book, with fancy pictures and formulas, rather to provide reliable tools. Much more
ambitiously, we would like to use these same tools for several years, with little or no
tuning, dealing with different problems.

Generalized Active Contours need to be refined. In particular the link between
probabilistic-based energies and the physicality of the object needs to be better under-
stood. Probabilistic density functions are just like black boxes, modeling “physical”
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characteristics otherwise too complex to be used. The concept is similar to the cast of
a dice. The concept of probability hides the complexity of the object, allowringfor an
easier treatment.

The Random Walk Agents are an interesting tool to detect reticular shapes.They
are based on an analogy with the human vision system, that “follows” traces locally
with small movements of the eyes and the head. The walk agents formalize this be-
havior, and tell us what “to follow” means.

The forecoming years will bring us more knowledge, and hopefully more prob-
lems will be solved.
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white spots are mainly air bubbles. Cells adhere to the glass and
becomes sort of transparente. . . . . . . . . . . . . . . . . . . . . . 26

2.5 Blue and Dysplastic naevi. A Blue nevus (left) shows the typical
blue halos. A Dysplastic nevus (right) displays irregular border and
coloration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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3.1 Probability density function for a scalar metric τ. The definition
of the probability density functionΓτ is the the first step to define a
generalize energy termE τ In the figure, a good value ofτc delivers a
low energy state for the candidate shapeΦc, thus indicatingΦc as a
“good” candidate for minimization. . . . . . . . . . . . . . . . . . . 33

3.2 Color segmentation of dermoscopic imagesModified C-fuzzy pro-
vides a good segmentation for dermoscopic images. Two melanomas
are here detected. . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Texture differenceGeneralized Active Contour minimizesEW, in the
example leading to a contraction of the shape, pulling-out the different
textured region. Referring to figure 3.5,EW forces the bright halo
surrouding the cell to be left out. . . . . . . . . . . . . . . . . . . . 37

3.4 Neighbor texture differenceC (s) tries to minimize the neighborhood
energyE fW . In the example, f(ω) specify that the surrounding color
has to be “blue”, and thus the Snake is attracted by the blue spot.
Referring to figure 3.5,E fW forces the dark protein appendices to be
included . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 Miocardial cell shape detectionThe first row is obtained using the
proposed Active Contour model, while the second row is produced
with the original formulation. The model uses as fw a constant zero-
function (the black color) and as fb a constant255function (the white
color) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.6 Cardiac pulsating patchThe cardiac patch sequence presents abrupt
movements and sudden changes of position and size of the tissue. The
E red term attracts the contour towards a good fit even when the move-
ments is large, in a unique pseudo time integration. . . . . . . . . . 38

3.7 Sea Flower image sequenceActive Contours are unreliable on blurry
images such as underwater shots, where camera movements and the
diffusion of the light make edges dull. Generalized Active Contour
provides a better shape detection tool, in this case easily embedding
the color information . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.8 Miocardial cell single shape detection. Generalized Active Con-
tours are a reliable tool to detect shapes. The figure shows 12 still
images and the detected shapes (red lines). Each shape was obtained
using the same energy terms, without any parameter tuning. Images
are here more contrasted than those actually used in the experiments
to make them more visible in this work. . . . . . . . . . . . . . . . . 40

3.9 Cardiac pulsating patchThe cardiac patch sequence presents abrupt
movements and sudden changes of position and size of the tissue. The
E red term attracts the contour towards a good fit even when the move-
ments are large, in only simulation step. . . . . . . . . . . . . . . . 41

3.10 Color segmentation of dermoscopic images. . . . . . . . . . . . . 41
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4.1 Examples of reticular shapes. Reticular shapes arise commonly in
nature as well in the industrial design. Tightly packed structures such
as cells in the ephitelium or blood vessels originates such shapes.
From left to right: retina blood vessels, drosophila melanogaster ep-
ithelium, aerial street view, corneal fundus. . . . . . . . . . . . . . . 43

4.2 The Random Walk approach. Several agents (left, in yellow) ex-
plores the frame. The set of the paths of all the agents is the recov-
ered reticular structure. On the right, a possible graph representa-
tion models, where nodes corresponds to the locations[x(t),y(t)] and
edges connect two adjacent nodes. . . . . . . . . . . . . . . . . . . 45

4.3 Sectors of different shape. A template function built on circular sec-
tors is a natural choice, since it mimics the field of view of human
beings (left). Other shapes are also possible, depending on the prob-
lem: in the drosophila case, a rectangular shape efficiently serves the
purpose (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.4 Ê function. Local minima of the energy function (here displayed as
.Ê ) correspond to heading direction for advancing. A smoothed ver-
sion, filtering small random disturbances, is more reliable for noisy
images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Small loops creation and dead branches. The early closure of the
path, and thus the creation of small loops, is a frequent issue (left).
This is due to the locality of the energy function. These loops are
often false positives. Dead branches (right) span over the interior of
the cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.6 Detection of the reticular shape on the drosophila “wing” epithe-
lium . Cells’ boundaries are highlight in white using a marker protein.
The Random Walk Agents run all over the frame in the attempt of min-
imizing equation 4.6. The bottom row shows results on several images
(frame2,12,27,40 from the “wing” sequence). . . . . . . . . . . . . 48

4.7 Detection of the reticular shape on the drosophila “notum” ep-
ithelium . The very high resolution frame shows the result of the Ran-
dom Walk approach on the “notum” frame. . . . . . . . . . . . . . . 49

4.8 Preliminary results from a corneal fundus image. The image shows
preliminary results from the corneal fundus. Errors are mainly due to
the background illumination. An image preprocessing step is here
needed to adjust difference of lightning. . . . . . . . . . . . . . . . . 49
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5.1 J-maps. Highly coherent images It and It+1 generates a J-map with
a unique “good” minimum (left). The yellow circle indicates the
minimum of the integral 5.15 (vx and vy), while the yellow cross the
ground-truth provided by a human. Low coherent images (right) gen-
erates instead a J-map with many local minima of similar value (A,B,C,D).
Here the global minima (yellow cross, D) does not correspond to the
ground truth (circle, C) . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.2 Low coherent J-maps. J-maps from low coherent images show a
number of local minima, and sometimes fail in detecting the ground
truth. Nonetheless neighbor J-maps exhibits a similar appearance,
and thus it’s possible to cross check them and detect potention errors.
For instance the image on the right shows a global minima not consis-
tent with the global minima of the other J-maps - not consistent with
the smoothness constraint. . . . . . . . . . . . . . . . . . . . . . . . 55

5.3 Correction of the J-Maps. The J-map on the right,̄Js, is computed
from Js according to equation 5.18. The blu cross is the position of
the old global minimum. The red cross is the center of the gaussian
(v̄x, v̄y). The yellow cross is the location of the new global minimum. 55

5.4 Morphing of a reticular structure . The inexact computation of the
optical flow can morph a shape (left, a reticular shape in red) into a
wrong one (center). The improved optical flow algorithm guarantees
instead optimal results (right). The images refer to a video sequence
of the drosophila morphogenesis, captured by mean of a microscope.
Red lines, over imposed on the original frames, show the cellular
structure. The image on the left refers to frame 21, images on cen-
ter and on the right refer to frame 22. See also images 5.5. Courtesy
of Prof. Jeff Axelrod lab. . . . . . . . . . . . . . . . . . . . . . . . . 56

5.5 Optical flow field. The two images refer to the optical flow vector
field computed on 5.4. The raw computation (left) yields a wrong
result. The smoothness constraint is not respected. The refined optical
flow is instead a smooth vector field. See also images 5.4. . . . . . . 56

5.6 Schematic workflow of dynamic single shape detection using J-
maps and Generalized Active Contours . . . . . . . . . . . . . . . 57

5.7 Miocardial cell dynamic shape detection. We used the workflow
in figure 5.6 to track cells. We employed the method on a total 10
sequences. The images show some frames taken from sequence num-
ber 4, 5, 7 and 8, respectively on column1,2,3 and 4. Interestingly
enough, each sequence has a different illumination and a different
level of noise. The first two rows were manually contrasted by photo-
shop to the only purpose of clarity for this publication. The final row,
instead, shows the raw video - the input of the algorithm. . . . . . . 58
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5.8 Schematic workflow of dynamic single shape detection using J-
maps and Generalized Active Contours. The initial segmentation
Φ0 is achieved by means of Generalized Active Contours. For the
next frame, rather than capture the shape from scratches again, we
morph it according to equation 5.4. Hereδt+1

t is provided by a two
step approach: first computing J-maps and applying them toΦt , then
refining the result using active Contours. . . . . . . . . . . . . . . . 58

5.9 Morphing of the Drosophila reticular structure using J-Maps . The
image shows the reticular shape detected in frame11overimposed on
frame12. The green arrows schematically represents the morph ob-
tained by means of J-maps, applied here to two cells. . . . . . . . . 59

5.10 Dynamic shape detection on the drosophila “wing” epithelium.
The sequence is the same of image reffig:drosoRes, whereas the shape
is here detected using the algorithm in figure 5.8, exploiting the tem-
poral coherence. The top row shows the detected reticular shape for
frame2,10,20 and 30. The bottom row shows the network overim-
posed to the original frame. . . . . . . . . . . . . . . . . . . . . . . 59

6.1 Shape analysis and colture feedback. The quality of a cell col-
ture depends on a number of parameters such as temperature, electric
and magnetic fields, chemicals. A computer vision system performing
shape detection and shape analysis can automatically regulate them
to achieve a defined goal, such as maximizing the number of living
cells, the overall vitality of the colture, or the growth rate. . . . . . . 62

6.2 Miocardial cell shape detectionWe repropose figure 3.5. The first
row is obtained using the proposed Active Contour model, while the
second row is produced with the original formulation. . . . . . . . . 63

6.3 Shape metrics.Evolution of spikeness and boundary activity, accord-
ing to the proposed and original snake model. . . . . . . . . . . . . 64

6.4 Boundary Activity and Spikeness synthetic shape test. The figure
shows theboundary activity (red) and thespikeness (blue) measures
computed on a 100-frames-long synthetic video sequence. We build
the test to highlight the differences between the two and show how
they can be decoupled. . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.5 Boundary Activity and Ellipticity synthetic shape test . . . . . . . 65

6.6 Boundary Activity and Spikeness synthetic shape test (2). . . . . 65
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6.7 Network simplification . Images show as circle the vertices of the
graph. The first row, computed on frame13of the drosophila “wing”
video sequence, shows a very dense structure. Each node corresponds
to a point traced by a random walk agent. The structures on the right
is the simplified graph, where only nodes with degree superior than3
were kept. This leads to a “straightening” of the edges and to a more
compact representation. The bottom row shows the same simplifica-
tion on frame42 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.9 Synthetic graph generation and perturbation. The original graph
(left) contains50 nodes. The perturbed graph (right) was generated
usingPe = Pv = Mv = 15%. The blue labels mark the nodes and
provide the ground truth correspondence. . . . . . . . . . . . . . . . 72

6.10 Outcomes of the matching procedure. Graphs refer to the synthetic
ones of Figure 6.9. Here the blue labels indicate correctly matched
nodes (true matches), whereas red labels shows the wrongly matched
ones. Nodes without labels are correct single nodes. . . . . . . . . . 72

6.11 CMU house point set matching test. The figure shows two succes-
sive images (frames 1 and 2) from the CMU House benchmark [1].
The green labels are obtained from the matching procedure. The out-
come is, in this case, perfect. . . . . . . . . . . . . . . . . . . . . . 74

6.12 CMU house point set matching test. Two random images (frames
1 and 67) are considered for the matching procedure over the CMU
House benchmark [1].As for figure 6.11, the green labels correspond
to correctly matched points (true matches and true singles), whereas
the red labels mark wrong outcomes (false matches and false singles)74

6.13 Frames22and 23considered for the matching procedure. The im-
ages are part of a 40 frame movie and refer to a section of the epithe-
lium of the Drosophila melanogaster wing. The polygonal structures
are 2-d sections of the epithelial cells. . . . . . . . . . . . . . . . . 75

6.14 The matching procedure applied to the networks of Figure 6.13.
The yellow labels over the nodes correspond to matches (both correct
and wrong ones). The unlabelled nodes are single nodes (both correct
and wrong ones). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.15 A particular of the matching procedure from Figure 6.14. The
structure undergoes a significant topological change. The green circle
highlights a difficult match that is correctly resolved. . . . . . . . . . 76

6.16 Hand traced borders compared with c-fuzzy and SIDE.12 hand
traced borders (red, black and white) and the shape detection ob-
tained with modified c-Fuzzy (blue) and SIDE(yellow). . . . . . . . . 79
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6.17 A Touring test approach. Average divergence of each expert der-
matologist from the ground truth provided by the other three; and
average divergence of senior and junior dermatologists and of4 seg-
mentation algorithms from the same ground truth. Divergence is mea-
sured as false negative area (FN: lesion pixels misclassified as healthy
skin) and false positive area (FP: healthy skin pixels misclassified as
lesion) as a percentage of the proposed segmentation area (TP+FP:
pixels corretly or incorrectly classified as lesion). . . . . . . . . . . 80

7.1 Mechanical model of the Drosophila Melanogaster epithelium.
The elasticity of the cell (left) is obtained by means of a network of
springs and dampers. Each edge of the hexagon is a pair spring-
damper in parallel. To prevent collapse and to enforce convexity, the
model adds 3 virtual edges connecting opposite vertices. Again, each
of these edges consists of a spring and a damper. The epithelium
(right) is then modeled as a package of cells, regularly distributed in
the space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.2 Towards parameter identification. The mechanical models has a
number of internal parameters, such as stiffness coefficients, friction,
external forces. The exact value of these numbers leads to a simu-
lation (in silico shape) equals to the shape captured from the video
sequence (in vivo shape). In general, the problem is ill posed, and
the solutions lie in a large subspace. Nonetheless, an analytical rep-
resentation of the space, or even a numerical approximation, would
lead significant insights in the morphogenesis. . . . . . . . . . . . . 86

7.3 Simulations of the grooves formation. Several simulations, run with
a different number of cells and parameters, lead to the same qualita-
tive results. Dorsal closure forces and actin cable forces act here a
main role in the formation of the grooves. In white: actin cable force,
pushing cells in the inside of the drosophila fruit fly; in green: dorsal
closure forces, folding the plain patch into a cylinder. . . . . . . . . 86

8.1 J-map. The output ofgetJMap() is a single J-Map. Each point of
the map compute the likelihood of pointy,x on It to be mapped on
y+ty,x+tx of It+1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

8.2 Correction of the J-Maps. The J-map on the right,̄Js, is computed
from Js according to equation 5.18. The blu cross is the position of
the old global minimum. The red cross is the center of the gaussian
(v̄x, v̄y). The yellow cross is the location of the new global minimum. 96
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