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  Abstract: 

  Reaching consensus is a fundamental problem in multi-agent systems [1]. In this talk, we discuss

consensus problems in an adversarial environment. We consider two types of distributed agents in the

network. One type is a group of N legitimate consensus-seeking agents who aim to reach agreement with

other agents in their neighborhood. The other type is a group of M malicious agents who seek to force the

value of consensus to their own desired values. Each agent reacts to the accessible information at each

time by finding an optimal control policy that minimizes independently its long-term cost functional. The

non-cooperative behaviors in the multi-agent system can be studied using a N + M -person nonzero-sum

linear-quadratic differential game, whose solution can be characterized by a set of generalized coupled

Riccati equations for different information patterns in the network [2]. In a large-population regime, an

appropriate game solution concept is the mean-field Nash equilibrium (MFNE), which can be

characterized based on the results in [3] and [4], by Riccati equations which result from the HJB

optimality criterion coupled with two nonlinear PDEs that describe the state evolutions of the population

of the legitimate agents and malicious agents, respectively. An alternative solution concept based on Nash

Certainty Equivalence Principle (NCEP), [5], can be used to derive a tractable optimal control policy by

fixing the value of consensus under oblivious conditions on the information structures. We study optimal

control policy of this type for the legitimate and the malicious agents and compare it with the closed-loop

MFNE. 
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