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Abstract—In this paper we consider a voltage control problem in power distribution grids. The specific goal is that of keeping the voltages within pre-assigned operating limits by commanding the reactive power output of the micro-generators connected to the grid. We propose three strategies. The first two strategies are purely local, meaning that each micro-generator updates the amount of reactive power to be injected based only on local measurements of the voltages' magnitude. Instead the third one is distributed, namely, the micro-generators, to perform the updating due to require some additional information demand from the neighboring agents. The local strategies are simpler to be implemented but they might fail in solving the voltage control problem. Instead, the distributed one requires the micro-generators to be endowed with communication capabilities but it is effective in driving the voltages within the admissible intervals and, additionally, it exploits the cooperation among the agents to reach also a power losses minimization objective. Theoretical analysis and extensive numerical simulations are provided to confirm the arguments aforementioned.

I. INTRODUCTION

Recent technological advances, together with environmental and economic challenges, have been motivating the massive deployment of small power generators in the low voltage and medium voltage power distribution grid [1]. On one hand, significant benefits to the network operation could come from the availability of a large number of these generators in the distribution grid. They could to provide a number of ancillary services, e.g., voltage profile improvements, reduction of line losses, reduction of power generation cost, just to mention a few [2], that are of great interest for the grid management. On the other hand, the uncontrolled injection of power from several renewable energy sources can cause serious system damages or system instabilities. For instance, operational bounds may be violated due to the intermittence of the renewable sources, as large voltages variations might occur. For these reasons, voltage regulation is a fundamental issue in the development of the future smart distribution grid.

In the past, electro-mechanical control devices, such as shunt capacitor banks or on-load tap changers [3], have been used to perform voltage control in distribution networks. However, they are typically too slow to properly respond to the voltage fluctuations due to the high variability of the load demand and of the energy resources, while inverters can act on a fast timescale in the grid. This has motivated the recent increasing interest for strategies that regulate the voltage magnitudes by directly actuating the injection (or absorption) of the micro-generators reactive power; indeed, when running below their rated output current, many inverters have the capability of injecting (or of absorbing) reactive power together with active power [4].

The highly fluctuating behaviors of the renewable energy sources, call for purely local or distributed approaches to deal with the voltage regulation problem. Purely local means that agents use just local measurements and do not exchange information with each other; distributed means that agents, that are physically close, are allowed to communicate and can share information to cooperatively reach the pre-assigned objectives.

The purely local strategies (see [5], [6], [7], [8], [9], [10], [11]) typically aim to guarantee that voltage constraints are satisfied. Distributed strategies (see [12], [13], [14], [15]), beside local voltage constraints, take into account other important global objectives, e.g., power losses minimization, and drive the state system towards configurations which are obtained solving the so-called optimal reactive power flow (ORPF) problems. Strategies in [12], [13], [14] reformulate ORPF problems as a rank-constrained semidefinite programs, convexify them by eliminating the rank constraint and provide solutions in a distributed manner through standard optimization algorithms. However, these approaches require the monitoring of all the buses of the grid, which, in general, is not amenable of practical implementation in the distribution grid. This issue is overcome in [15] where not all the buses are required to be monitored. The algorithm proposed in [15] is based on the alternating actuation of the two following steps: gathering voltage measurements at the micro-generators buses and applying control laws based on these measured data.

Three voltage control strategies are proposed in this paper. The first two strategies (denoted as LVC-1 and LVC-2) are purely local. They are based on the classical droop controlled described in [4]. They exhibit a fast transient properties and are shown to converge to a steady state which, however, in general, is not guaranteed to meet the voltage constraints. At this regard, we provide a numerical example where for both LVC-1 and LVC-2, the micro-generators are not effective in regulating the voltage between the desired limits, even if the available reactive power resources would allow it, if properly dispatched. This issue is overcome by the third strategy (denoted as f-DORPF) which is a novel distributed algorithm improving the performance of the distributed strategy introduced in [15] (denoted as DORPF). Remarkably, in [15], it is shown that adding information exchanges between neighboring nodes allows the DORPF algorithm to solve the voltage control problem while also reaching a power losses minimization objective. However DORPF exhibits poor transient performance, namely, it requires a consistent number of iterations to approach the optimal solution. The main idea behind the f-DORPF algorithm we propose in this paper is that of combining the updating steps of DORPF with those of the purely local strategy LVC-2, thus obtaining fast transient properties and convergence to the same
steady-state of the DORPF, i.e., the operating conditions are satisfied and the power losses are minimized.

The paper is organized as follows. A model of the distribution network is provided in Section III. In Section IV, we introduce the problem of regulating the voltages magnitudes through the reactive power injected by the micro-generators. In Section V and in Section VI, we illustrate, respectively, the two purely local strategies and the distributed strategy. Finally, we analyze and compare the performance of the various strategies in Section VII.

II. NOTATION AND MATHEMATICAL PRELIMINARIES

Let us denote by $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ a undirected graph, where $\mathcal{V}$ and $\mathcal{E}$ denote, respectively, the set of nodes and the set of edges. Assume that $n = |\mathcal{V}|$ and $r = |\mathcal{E}|$. Given two nodes $h, k \in \mathcal{V}$, we define the path $p_{hk} = \{v_1, \ldots, v_r\}$ as the sequence of nodes, without repetitions, such that $v_1 = h$, $v_r = k$ and for each $i = 1, \ldots, r - 1$, the nodes $v_i$ and $v_{i+1}$ are connected by an edge. Given a vector $u$, $\bar{u}$ denotes its complex conjugate, while $u^T$ denotes its transpose. Instead, $\Re(u)$ and $\Im(u)$ refer to its real and imaginary part (element-wise), respectively. Let the symbol $1$ denote the column vector whose elements are all equal to one, while the symbol $e_i$ denote the column vector whose elements are all equal to 0, except its $i$-th entry which is equal to 1.

Given $w, w, \pi \in \mathbb{R}^{\ell}$, with $w_h \leq \pi_h$, $h = 1, \ldots, \ell$, let the operator $[w]_n$ be the component-wise projection of $u$ in the set $\{x \in \mathbb{R}^{\ell} : w_h \leq x_h \leq \pi_h, h = 1, \ldots, \ell\}$, that is,

$$
[w]_n = \begin{cases} 
   w_h & \text{if } w_h \leq x_h \leq \pi_h \\
   \pi_h & \text{if } w_h < x_h \\
   w_h & \text{if } w_h > x_h 
\end{cases}
$$

Given a real number $x$ we define the function $\text{sign}(x)$ as

$$
\text{sign}(x) = \begin{cases} 
   x/|x| & \text{if } x \neq 0 \\
   0 & \text{if } x = 0 
\end{cases}
$$

Given a matrix $A$, we denote with $\rho(A)$ its spectral radius, namely, the largest eigenvalue in absolute value.

III. SMART GRID CYBER-PHYSICAL MODEL

In this paper, we describe the smart power distribution network as a cyber-physical system, where the physical layer is composed by the power distribution infrastructure including the electric lines, micro-generators, loads and the point of connection to the transmission grid (denoted as PCC), while the cyber layer consists of the intelligent agents which are deployed in the electric grid.

A convenient way to model the physical layer is by a directed graph $\mathcal{G}$, where edges in $\mathcal{E}$ represent the electric lines, and nodes in $\mathcal{V}$ represent both loads and generators connected to the microgrid (see Figure 1). The following variables describe the overall state of the system:

- $u \in \mathbb{C}^n$, where $u_h$ is the voltage at node $h$;
- $v \in \mathbb{R}^n_{>0}$, where $v_h$ is the voltage magnitude at node $h$;
- $i \in \mathbb{C}^n$, where $i_h$ is the current that node $h$ injects;
- $s = p + jq \in \mathbb{C}^n$, where $s_h$, $p_h$ and $q_h$ are the complex, the active and the reactive power injected at node $h$.

Figure 1. Circuit representation of a microgrid, where black diamonds are micro-generators, white diamonds are loads, and the left-most element of the circuit represents the PCC.

We model the PCC as an ideal sinusoidal voltage generator (slack bus) at the grid nominal voltage $U_N$. Without loss of generality, we label the PCC as node 1 and we assume its voltage phase to be equal to 0. The powers $s_h$ corresponding to grid loads are such that $p_h < 0$, which means that active power is supplied to the devices, while, when dealing with power micro-generators, we have that $p_h \geq 0$, which means that active power is injected into the grid. The system state satisfies the following relations

$$
i = Y_u u, \quad u_1 = U_N,$$

$$u_h i_h = p_h + jq_h \quad h \neq \text{PCC},$$

where $Y$ is the bus admittance matrix of the grid. The element $Y_{hk}$ represents the admittance of the line connecting bus $h$ with bus $k$. The Green matrix $X \in \mathbb{R}^{n \times n}$, which depends only on the topology of the grid power lines and on their impedances, is the unique symmetric positive semidefinite matrix, see [15], such that

$$u = X i + 1U_N.$$

In our setup, each micro-generator corresponds to an agent in the cyber layer and belongs to the set $\mathcal{C} \subseteq \mathcal{V}$ (with $|\mathcal{C}| = m$). We assume that the agents are provided with sensing capabilities, in particular voltage phasor measurement units (PMU) (devices that measure both magnitude and phase of the voltages) and with computational capabilities that will be exploited in the proposed algorithms implementation. In particular, the agents can regulate the amount of reactive power injected into the grid. To underline the difference among smart agents and passive loads, we adopt the following block decomposition of the voltage vector $u$

$$u = \begin{bmatrix} u_1 & u_G^T & u_L^T \end{bmatrix},$$

where $u_1$ is the voltage at the PCC, $u_G \in \mathbb{C}^m$ are the voltages at the micro-generators, and $u_L \in \mathbb{C}^{n-m-1}$ are the voltages at the loads. Similarly, $s_G = p_G + jq_G$ and $s_L = p_L + jq_L$. Following the same partitioning, we can block-partition $X$ as

$$X = \begin{bmatrix} 0 & 0 & M \\ 0 & N & Q \end{bmatrix},$$

where $M \in \mathbb{C}^{m \times m}$, $N \in \mathbb{C}^{(n-m-1) \times (n-m-1)}$, $Q \in \mathbb{C}^{(n-m-1) \times n-m-1}$. The non-linear relation between $u$ and $s$, can be conveniently
Hence, for a given triple we described, the quantities feasible reactive power injections in (10), we introduce a proper definition of the set of the for given constant and that only homogeneous, namely, for all \( h \in C \).

Equation (8) represents a more general version of the widely used linearized DistFlow model (e.g. in [8], [9], [11]), which holds also in the case of no radial grids. Equations (7) and (8) will be used in the following to model the grid voltages and their magnitude, respectively.

IV. VOLTAGE CONTROL STRATEGIES BASED ON REACTIVE POWER REGULATION

Classically, the generators regulate the amount of reactive power they inject into the electrical grid, in order to perform the voltage control, i.e., to maintain the voltage magnitudes of the buses within a predefined deviation from the nominal voltage \( U_N \). Since we assume that only agents can take voltage measurements, we aim at meeting the following constraints

\[
U_{\min} \leq v_h \leq U_{\max}, \quad \forall h \in C. \tag{9}
\]

where \( U_{\min} \) and \( U_{\max} \) denote, respectively, the minimum and maximum admissible values for the voltages magnitude. Usually, \( U_{\min} = (1 - \xi)U_N \) and \( U_{\max} = (1 + \xi)U_N \), where \( 0 < \xi < 1 \).

In addition, since typically the generators dispersed in the distribution network are of small size, we take into account also constraints on the generation capability of agent \( h \). Specifically, we assume

\[
q_{\min,h} \leq q_h \leq q_{\max,h}, \quad \forall h \in C, \tag{10}
\]

where \( q_{\min,h}, q_{\max,h} \) are, respectively, the minimum and the maximum amount of reactive power that agent \( h \) can inject. Typically \( q_{\min,h} < 0, q_{\max,h} > 0 \) and \( q_{\min,h} = -q_{\max,h} \). For the sake of simplicity and in order to keep the notation lighter, in the following, we will assume that the micro-generators are homogeneous, namely, for all \( h \in C \),

\[
q_{\min,h} = q_{\min}, \quad q_{\max,h} = q_{\max}, \tag{11}
\]

for given \( q_{\min}, q_{\max} \). Based on the constraints in (9) and in (10), we introduce a proper definition of the set of the feasible reactive power injections. Observe that, in the setup we described, the quantities \( p_G, p_L \) and \( q_L \) are assumed to be constant and that only \( q_G \) is actuated in order to regulate \( v_G \). Hence, for a given triple \( (p_G, p_L, q_L) \), we define

\[
F(p_G, p_L, q_L) = \{ q_G \text{ such that for all } h \in C \text{ it holds } q_{\min} \leq q_h \leq q_{\max}, U_{\min} \leq v_h \leq U_{\max} \}. \]

Since there is no risk of confusion, for the sake of notational convenience, we omit the dependence of \( F \) on \( (p_G, p_L, q_L) \).

In next sections we introduce three strategies, where each agent updates the amount of reactive power to be injected in order to maintain the voltages magnitudes within the interval \([U_{\min}, U_{\max}]\). The first two strategies are purely local, i.e.,

1) agent \( h \) updates \( q_h \) based only on measurements of the magnitude of its own voltage, that is, \( v_h \);

2) there is no exchange of information between the agents.

In the third strategy, instead, agents can communicate with each other; the exchange of information regards the taken measurements and some additional quantities, as we will describe in Section VI. To properly model the admissible communications in the cyber layer, we next define the set of neighbors of a given agent \( h \).

Definition 1: Let \( h \in C \) be an agent. The set of neighbors of \( h \), denoted as \( N(h) \), is the subset of \( C \) defined as

\[
N(h) = \{ k \in C \cup \{ 1 \} | \exists P_{hk}, P_{hk} \cap C = \{ h, k \} \}. \tag{12}
\]

In Figure 2 we report an example of the neighbors set. In our setup we assume that every agent \( h \in C \) knows its neighbors, i.e., \( N(h) \), and that it can communicate with them.

V. PURELY LOCAL VOLTAGE CONTROL STRATEGIES

In this section we propose two control strategies where each agent \( h \) updates \( q_h \) exploiting only measurements of its own voltage magnitude, i.e., \( v_h \).

A. A first local voltage control strategy (denoted as LVC-1)

LVC-1 is a modified version of the reactive power compensation technique introduced in [4]. To formally describe LVC-1, let \( f(v) \) be defined as

\[
f(v) = \zeta v + \beta \tag{13}
\]

where

\[
\zeta = \frac{q_{\max} - q_{\min}}{U_{\max} - U_{\min}}, \quad \beta = \frac{q_{\max}U_{\max} - q_{\min}U_{\min}}{U_{\max} - U_{\min}}. \tag{13}
\]

In addition, let \( f(\hat{v}) \) be the saturated version of \( f(v) \) outside the interval \([q_{\min}, q_{\max}]\), that is,

\[
f(\hat{v}) = [f(v)]_{q_{\min}}^{q_{\max}}. \tag{13}
\]


In this section, we propose a novel distributed control algorithm where each agent $h$, beside local voltage measurements, requires additional information coming from the neighboring nodes in $\mathcal{N}(h)$ to update the amount of reactive power it injects. In addition to a voltage regulation objective, the strategy exploits the cooperation among the agents to minimize the power losses on the electric lines; specifically, it aims to satisfy the voltages' constraints. Consider algorithm (17). Then, if there exists a $m$-upla $(\bar{v}_1, \ldots, \bar{v}_m)$ such that $v_h(t) \rightarrow \bar{v}_h$ for all $h \in \{1, \ldots, m\}$. The proof of Proposition 2 is reported in Appendix A. Observe that the above Proposition establishes that, if $\epsilon$ satisfies condition (18), then the voltages magnitudes converge to steady state values $(\bar{v}_1, \ldots, \bar{v}_m)$. However, in general, it is not guaranteed that $\bar{v}_h = U_d$ for all $h \in \{1, \ldots, m\}$, and that $\bar{v}_h \in [U_{\min}, U_{\max}]$ even if $U_d \in [U_{\min}, U_{\max}]$. In Section VII we will provide a numerical example where, though $U_d \in [U_{\min}, U_{\max}]$, there exists at least one agent $h$ such that $\bar{v}_h \notin [U_{\min}, U_{\max}]$.
for all $e \in E$. Equation (20) is satisfied when the grid is relatively homogeneous, and is reasonable in most practical cases. However, in Section VII, we simulate the algorithm in the more realistic scenario where (20) does not hold. It can be shown (see [15] for the details) that, under approximation (7) and under (20), the cost function (19a) is a quadratic function on $q_G$ and $F$ is a convex set on $q_G$. Indeed, we have that

$$
\mathcal{R}(a^TY u) \simeq q_G^T \frac{\mathcal{R}(M)}{U_N^2} q_G + 2q_G^T \frac{\mathcal{R}(N)}{U_N^2} q_L + q_L^T \frac{\mathcal{R}(Q)}{U_N^2} q_L,
$$

and that $F$ can be conveniently approximated by

$$
\hat{F} = \left\{ q_G : V_{min} \leq \frac{\mathcal{R}(M)}{U_N} q_G \leq V_{max}, q_{min} \leq q_G \leq q_{max} \right\}
$$

where

$$
V_{min} = -\frac{1}{U_N} \left( \mathcal{R}[M] \right) \frac{p_c}{p_L} - \mathcal{R}(q_L) + 1(U_{min} - U_N),
$$

$$
V_{max} = -\frac{1}{U_N} \left( \mathcal{R}[M] \right) \frac{p_c}{p_L} - \mathcal{R}(q_L) + 1(U_{max} - U_N).
$$

Therefore, problem (19) can be convexified obtaining

$$
\min_{q_G} q_G^T \frac{\mathcal{R}(M)}{U_N^2} q_G + 2q_G^T \frac{\mathcal{R}(N)}{U_N^2} q_L + q_L^T \frac{\mathcal{R}(Q)}{U_N^2} q_L \quad (21a)
$$

subject to $q_G \in \hat{F} \quad (21b)$

We refer to the above problem as the approximated convexified (OPRF) problem and we denote by $q_G^\star$ its optimal solution.

The f-DORPF algorithm improves the performance of the algorithm presented in [15] (denoted hereafter as DORPF). DORPF addresses problem (19) by a iterative dual-ascent strategy adopting auxiliary variables, i.e., the Lagrange multipliers, for both the voltage and the reactive power constraints.

Differently from LVC-1 and LVC-2, agents in DORPF can communicate with their neighbors. Remarkably, it is shown in [15] that, under (7), (20) and some additional mild assumptions, DORPF converges to $q_G^\star$, i.e., the optimal solution of the approximated convexified OPRF problem. In other words, thanks to the additional information received from the neighbors, the agents not only drive the voltage magnitudes to satisfy the operational constraints, but also minimize the power losses. However, in spite of this optimal steady-state property, experimental results show how the transient of DORPF is much slower than the one of the local algorithms.

In this Section, to improve the transient performance, we introduce the f-DORPF algorithm, obtained by combining DORPF with LVC-2. Numerical results reported in Section VII show how f-DORPF inherits the fast transient of LVC-2 and the convergence to the optimal equilibrium of DORPF. The f-DORPF algorithm is still an iterative dual-ascent like strategy where only the Lagrange multipliers associated to the reactive power constraints are introduced. Eliminating the Lagrange multipliers related to voltages’ constraints speeds up significantly the transient of the DORPF algorithm; in f-DORPF, the absence of the voltages’ multipliers is compensated by the fact that agent $h$ performs a step of LVC-2 whenever $v_h < U_{min}$ or $v_h > U_{max}$.

An algorithmic description of f-DORPF is provided in Algorithm 1 where, for each agent $h$, $\mu_{min,h}$ and $\mu_{max,h}$ denote the Lagrange multipliers associated with the constraints $q_h \geq q_{min}$ and $q_h \leq q_{max}$, respectively. Moreover, the symbol $U_{\ell}$ denotes the admittance of the electrical path between agents $h$ and $\ell$ which is assumed to be known by both agent $h$ and agent $\ell$. Also the positive parameters $\epsilon$ and $\gamma$ are assumed to be a-priori assigned (in particular, $\epsilon$ satisfying (18)).

**Algorithm 1 f-DORPF**

**Require:** At each time $t$, agent $h$

1. gathers $\mu_{k}(t-1), k \in N(h)$, and measures $u_k(t), v_k(t)$.
2. if $v_h(t) \geq U_{max}$ or $v_h(t) \leq U_{min}$ then
   3. $\delta_h = \epsilon(U_{N} - v_h(t))$
5. if $U_{min} < v_h(t) < U_{max}$ then
6. computes
   7. $\delta_{f,h} = \sum_{e \in N(h)} \left( \mu_{min,e} - \mu_{max,e} \right) + y \sin(\pi t - \theta)$
   8. $\delta_{U_{min},h} = \epsilon(U_{max} - v_h(t))$
   9. else
   10. $\delta_{h} = \delta_{U_{max},h}$
11. end if
12. $\delta_{h} = \epsilon(U_{N} - v_h(t))$
13. end if

14. computes the reactive power update
   $\delta_{f,h} = q_{h}(t) + \delta_{h}$
15. computes the Lagrange multipliers update
   $\mu_{min,h}(t + 1) = \mu_{min,h}(t) + \gamma \left( q_{min} - \frac{q_h}{U_N^2} \right)$
   $\mu_{max,h}(t + 1) = \mu_{max,h}(t) + \gamma \left( q_{max} - \frac{q_h}{U_N^2} \right)$
16. injects the projected setpoints

Some explanations are in order. If $v_h$ violates constraint (9), agent $h$ updates its reactive power by using the LVC-2 rule, once set $U_{\ell} = U_{N}$ (see equation (22)).

Instead, if $v_h \in [U_{min}, U_{max}]$, then agent $h$ discriminates between a step inspired by DORPF (see equation (23) and the algorithm presented in Section VI in [15]), and a step of LVC-2 (see equations (24) and (25) obtained by setting, respectively, $U_{\ell} = U_{max}$ and $U_{\ell} = U_{min}$). Observe that the term $\delta_{f,h}$ involves the knowledge of multipliers of $h$ and of its neighbors; therefore its computation requires the communication between
neighboring agents. Of note, the update rule of $q_h$ based only on $\delta_{f,h}$ has been proposed and fully analyzed in [17], where, however, the goal was only the power loss minimization, without considering any voltage support to the grid. Notice that the terms $\delta_{U_{\text{max}},h}$ and $\delta_{U_{\text{min}},h}$ have, by definition, different signs. Let $\delta$ be the one with the same sign of $\delta_{f,h}$. The $h$’s reactive power increments $\delta_{f,h}$ and $\delta$ would have the same effect on $h$’s voltage magnitude: either an increment (if both positive) or a decrement (if both negative). To keep the constraints satisfied, f-DORPF chooses the less aggressive update between $\delta_{f,h}$ and $\delta$ (see equation (26)): indeed, as discussed in [17], the mere use of (23) could drive the voltage magnitudes outside the range $[U_{\text{min}}, U_{\text{max}}]$, though moving the system towards the minimum losses configuration. This is the reason why we can not simply rely on (23), but, instead, we propose an update based on the choice in (26).

We conclude this subsection by highlighting another interesting property of the f-DORPF. Agent $h$ updates the Lagrange multipliers $\mu_{\text{min},h}, \mu_{\text{max},h}$ (by (28) and (29)) at each iteration of the algorithm, also when the value of $\delta_h$ does not depend on $\mu_{\text{min},h}$ or $\mu_{\text{max},h}$, i.e., when the amount of reactive power to be injected is computed according to a LVC-2 step. Nonetheless, the updated values of $\mu_{\text{min},h}$ and $\mu_{\text{max},h}$ are broadcasted to agents in $\mathcal{N}(h)$, that use them to perform computations in (23); likely, some of the reactive power set points computed by agents in $\mathcal{N}(h)$ will depend on these values of $\mu_{\text{min},h}$ and $\mu_{\text{max},h}$. This information flow is crucial to meet the operative constraints; indeed it is thanks to this cooperation that agents are able to rise or decrease the voltage magnitude of those agents, which are operating at their limits (in terms of reactive power injection), but are violating the voltage constraints.

A. On the equilibrium points of the f-DORPF

In the following Proposition we characterize the equilibrium points of the f-DORPF algorithm by assuming that the grid is radial, which is always the case of distribution networks.

**Proposition 3:** Consider the f-DORPF algorithm and assume the grid radial. Let $q^*_G$ be the optimal solution of the approximated convexified OPRF problem. Then the following two facts hold true:

1) There exist $(\mu_{\text{max}}, \mu_{\text{min}})$ such that $(q^*_G, \mu_{\text{max}}, \mu_{\text{min}})$ is an equilibrium for the f-DORPF; and

2) If $(\bar{q}_G, \bar{\mu}_{\text{max}}, \bar{\mu}_{\text{min}})$ is an equilibrium for the f-DORPF, then $q^*_G = \bar{q}_G$.

The proof of the proposition is reported in Appendix A. Observe that the above Proposition ensures the existence of equilibrium points for the f-DORPF and that the component of the reactive power of these equilibria coincides with $q^*_G$.

VI. Simulations and Discussion

The algorithms have been simulated on testbeds inspired from the IEEE 37 and the IEEE 123 (see [18]), depicted in Figure 4 and 5, that, though the system is feasible, LVC-1 and LVC-2 fail to meet the voltage magnitude constraints in the IEEE37 case (see Figure 6). Nonetheless, the general effect of LVC-1 and LVC-2 is that of moving the voltage magnitude towards the feasible set; indeed, the distance of the steady-state voltage magnitude from $U_{\text{min}}$ is smaller than the distance of the initial

---

1 For simplicity we consider only the constraint $v_h \geq U_{\text{min}}$. 

---

**Figure 4.** Schematic representation of the IEEE 37 test feeder [18], the agents are represented by gray nodes in the distribution network.

**Figure 5.** Schematic representation of the IEEE 123 test feeder [18], the agents are represented by gray nodes in the distribution network.
voltage magnitude from $U_{\min}$. In Figure 7 all the strategies lead the voltage magnitude within $[U_{\min}, U_{\max}]$; in this case, we highlight the fast transient of LVC-1, LVC-2 and how f-DORPF significantly improves the performance of DORPF.

In Figure 8 we report the behavior of the power losses in the IEEE37 test case. Observe that f-DORPF attains the same steady-state value of the DORPF, exhibiting a faster transient. Instead, LVC-1 and LVC-2, since they do not aim at minimizing the losses, lead the system to a less efficient configuration.

In this subsection we compare algorithms performance when the loads are time varying. In Figure 9 we plot the daily profiles, that we consider in our simulations, of both the total load demand (purple line) and of the total active power injected by the agents into the grid (blue line). Both profiles are normalized with the respect to the maximum value assumed during the day.

Typically, the inverter of agent $h$ has an instantaneous generation capability which is limited by its fixed apparent power capability $|s_{\text{max},h}|$; namely, the phasor representing the instantaneous power injected must lie inside a circle of ray $|s_{\text{max},h}|$ centered at the origin. In our simulations, we assume...
$|s_{\text{max},h}| = 1.1p_{\text{max},h}$, where $p_{\text{max},h}$ is the maximum amount of active power that can be generated, as suggested in [7], since inverters are available in discrete sizes and are likely to be slightly oversized with respect to $p_{\text{max},h}$. It turns out that the amount of reactive power that can be injected by agent $h$ at time $t$ is a function of $|s_{\text{max},h}|$ and of the injected active power $p_h(t)$, i.e.,

$$q_{\text{max},h}(t) = \sqrt{|s_{\text{max},h}|^2 - p_h(t)^2}$$

and $q_{\text{min},h}(t) = -q_{\text{max},h}(t)$. In our setup we have verified that $\mathcal{F}$ is nonempty for any $t$, namely there is always a feasible solution. In our simulations, the control actions are performed every 30 seconds. The results are reported in Figure 10 and 11, where we plotted the daily behavior of the voltage magnitude of the circled agent in the IEEE37 and in the IEEE123 testbeds, respectively. The optimal solution computed through a centralized solver.

The following optimizations are in order. Firstly, when there are no voltage constraints violations, the trajectories described by DORPF and f-DORPF are basically the same; in other words f-DORPF acts as DORPF, thus attaining power losses minimization. Secondly, during the central hours of the day, in the IEEE37 testbed an overvoltage occurs due to the massive increment of active power injected. Notice that, it can be easily shown that

$$\|x(t+1)\| \leq \left\| \left( I + \frac{\alpha \tilde{\mathcal{F}}(M)}{U_N} - \alpha I \right) \|x(t)\| \right\|$$

From equation (33), it trivially follows that if

$$\alpha \leq \frac{2}{1 - \frac{\alpha \tilde{\mathcal{F}}(M)}{U_N}}$$

then $\|x(t)\| \to 0$ and then $q_c(t) \to \tilde{q}_G$, i.e. the reactive power injected reaches the equilibrium $\tilde{q}_G$, associated with the voltages $(\tilde{u}_1, \ldots, \tilde{u}_n)$. The component wise reactive power update (17) can be expressed in vectorial form as

$$q_c(t+1) = \left( I - \frac{\mathcal{F}(M)}{U_N} \right) q_c(t) + \varepsilon \left( u_d - \tilde{V} \right)$$

where $\tilde{V}$ is the same defined in equation (32). Similarly to what done before, let us define $x(t) = q_c(t) - q_c(k-1)$. Then

$$\|x(t+1)\| \leq \left\| I - \frac{\mathcal{F}(M)}{U_N} \right\| \|x(t)\|$$

It is thus straightforward to see that if condition (18) holds, $\|x(t)\| \to 0$ then $q_c(t) \to \tilde{q}_G$, i.e. the reactive power injected reaches the equilibrium $\tilde{q}_G$, associated with the voltages $(\tilde{u}_1, \ldots, \tilde{u}_n)$.

Consider problem (21). Observe that it can be solved through the standard dual ascent strategy, whose iterative updating equations are the following:

$$q_c(t+1) = q_c(t) + \delta \mu_c(t)$$

$$\lambda_{\text{max},h}(t+1) = \lambda_{\text{min},h}(t) + \gamma \left( \frac{U_{\text{max}}^2}{\bar{v}_h(t)^2} \right)$$

$$\mu_{\text{max},h}(t+1) = \mu_{\text{min},h}(t) + \gamma \left( \frac{U_{\text{max}}}{\bar{v}_h(t)} \right)$$

$$\mu_{\text{min},h}(t+1) = \mu_{\text{min},h}(t) + \gamma \left( \frac{U_{\text{max}}}{\bar{v}_h(t)} \right)$$

$$\mu_{\text{max},h}(t+1) = \mu_{\text{max},h}(t) + \gamma \left( \frac{U_{\text{max}}}{\bar{v}_h(t)} \right)$$

In this paper we propose and analyze, theoretically and through simulations, three voltage control strategies. The LVC-1 and the LVC-2 algorithms are purely local: the agents regulate their reactive power output based only on the knowledge of the magnitude of their own voltage. Since they do not require any communication infrastructure, they can be easily implemented but it is not guaranteed that the voltage constraints are met. Instead, the f-DORPF algorithms is distributed: the reactive power setpoints are computed by the agents exploiting both local measurements and information coming from the neighbors. This cooperation is exploited to not only satisfy the voltage requirements, but also to achieve the power losses optimality. The f-DORPF has been designed by combining DORPF (a distributed algorithm presented in [15] solving the optimization problem (21)) and LVC-2. Specifically, f-DORPF inherits the fast transient of LVC-2 and the steady state optimality property of DORPF. Simulations, illustrating the effectiveness of f-DORPF, are provided.

APPENDIX

The component wise reactive power update (14) can be expressed in vectorial form as

$$q_c(t+1) = \left( I + \frac{\alpha \tilde{\mathcal{F}}(M)}{U_N} - \alpha I \right) q_c(t) + \alpha \tilde{V} + \alpha \beta q_{\text{max}}$$

where

$$\tilde{V} = \tilde{\mathcal{F}}(N) q_L + \frac{\mathbb{R} [\tilde{M}, N]}{U_N} p_L + 1U_N.$$

Notice that $\tilde{V}$ represents the contribution of the uncontrolled powers $p_g, p_l, q_l$ to the agents voltage magnitude, i.e.

$$v_G = \frac{\mathcal{F}(M)}{U_N} q_G + \tilde{V}.$$
The expression of $\delta_D(q_G, \lambda_{\text{min}}, \lambda_{\text{max}}, \mu_{\text{max}}, \mu_{\text{min}})$ has been derived in [15], and is given by

$$
\delta_D(q_G, \lambda_{\text{min}}, \lambda_{\text{max}}, \mu_{\text{max}}, \mu_{\text{min}}) =
-q_G - M^{-1} N q_L + \sin(\theta(\lambda_{\text{min}} - \lambda_{\text{max}})) + M^{-1}(\mu_{\text{min}} - \mu_{\text{max}}).
$$

(36)

Since problem (21) is convex, standard optimization results (see [20]) show that, for suitable values of $\gamma$, the dual ascent strategy converges to $(q^*_G, \lambda^*_\text{max}, \lambda^*_\text{min}, \mu^*_\text{max}, \mu^*_\text{min})$, being $q^*_G$ the optimizer of problem (21). Let $\delta_f$ be the vector collecting all the $(\delta_f)_h$'s (defined in equation (23)), $h \in \mathcal{C}$. The vector $\delta_f$ can be expressed (see [15]) as

$$
\delta_f = 3 \left( e^{-3q} \text{diag}(u_G) \begin{bmatrix} M^{-1} & 1 \end{bmatrix} \begin{bmatrix} u_0 \\ u_G \end{bmatrix} \right) + M^{-1}(\mu_{\text{min}} - \mu_{\text{max}}).
$$

(37)

Exploiting the linear model (8), it can be shown that equation (37) can be rewritten as

$$
\delta_f(q_G, \lambda_{\text{min}}, \lambda_{\text{max}}, \mu_{\text{max}}, \mu_{\text{min}}) = -q_G - M^{-1} N q_L + M^{-1}(\mu_{\text{min}} - \mu_{\text{max}}).
$$

(38)

Let the equilibrium of the dual ascent strategy be $(q^*_G, \lambda^*_\text{min}, \lambda^*_\text{max}, \mu^*_\text{max}, \mu^*_\text{min})$. It satisfies the condition

$$
\delta_f(q^*_G, \mu^*_\text{min}, \mu^*_\text{max}) = 0.
$$

We will show that $(q^*_G, \mu^*_\text{min}, \mu^*_\text{max})$ is an equilibrium for the f-DORPF. Let $h$ denote an agent whose multipliers $\lambda^*_\text{min,h}, \lambda^*_\text{max,h}$ are equal to zero. In this case, by comparing (36) and (38), it follows that

$$
\delta_f(q^*_G, \mu^*_\text{min}, \mu^*_\text{max}) = \delta_f(q^*_G, \lambda^*_\text{min}, \lambda^*_\text{max}, \mu^*_\text{min}, \mu^*_\text{max}) = 0.
$$

As a consequence, we have, from (26), that $\delta_h = 0$ for all $h \in \mathcal{C}$. Now, let $h$ denote an agent such that either $\lambda^*_\text{min,h}$ or $\lambda^*_\text{max,h}$ is greater than zero. This implies that $v_h$ is equal to either $U_{\text{min}}$ or $U_{\text{max}}$. Consider the case where $\lambda^*_\text{min,h} > 0$ and $v_h = U_{\text{min}}$. If $\lambda^*_\text{max,h} > 0$ and $v_h = U_{\text{max}}$ is analogous. Being $v_h = U_{\text{min}}$ from (24) and (25) it turns out that $\delta_{U_{\text{max}},h} > 0$ and $\delta_{U_{\text{min}},h} = 0$. Furthermore,

$$
\delta_f(h(q^*_G, \mu^*_\text{min}, \mu^*_\text{max})) \leq \delta_f(h(q^*_G, \mu^*_\text{min}, \mu^*_\text{max}), \lambda^*_\text{min}, \lambda^*_\text{max}) = 0.
$$

From (26), it follows that $\delta_h = 0$. Thus $(q^*_G, \mu^*_\text{min}, \mu^*_\text{max})$ is an equilibrium for the f-DORPF.

On the converse, let $(q_G, \mu_{\text{min}}, \mu_{\text{max}})$ be an equilibrium of the f-DORPF algorithm. Firstly, notice that $\tilde{q}_G$ belongs to $\tilde{F}$. In fact, if $q_G \in \bar{F}$, then there would be at least an agent $h$ such that either $v_h < U_{\text{min}}$ and $q_h = q_{\text{max,h}}$, or $v_h > U_{\text{max}}$ and $q_h = q_{\text{min}}$. Consider the former case (the latter is analogous). From (27) and (29), it follows that $\mu_{\text{max,h}}$ keeps increasing, and thus $(q_G, \mu_{\text{min}}, \mu_{\text{max}})$ is not an equilibrium. Hence $\tilde{q}_G \in \tilde{F}$. Now, let us introduce the auxiliary variables $\tilde{\lambda}_{\text{min}}$ and $\tilde{\lambda}_{\text{max}}$, defined as

$$
\tilde{\lambda}_{\text{min},h} = \begin{cases} 
0 & \text{if } \delta_f,h \geq 0 \\
-\frac{\delta_f,h}{\sin \theta} & \text{if } \delta_f,h < 0
\end{cases}
$$

$$
\tilde{\lambda}_{\text{max},h} = \begin{cases} 
0 & \text{if } \delta_f,h \leq 0 \\
\frac{\delta_f,h}{\sin \theta} & \text{if } \delta_f,h > 0
\end{cases}
$$

Observe that both $\tilde{\lambda}_{\text{min}}$ and $\tilde{\lambda}_{\text{max}}$ have only non-negative entries and that

$$
\delta_D(q_G, \tilde{\lambda}_{\text{min}}, \tilde{\lambda}_{\text{max}}, \mu_{\text{min}}, \mu_{\text{max}}) = 0.
$$

Thus, since the minimizer is unique, $\tilde{q}_G = q^*_G$.
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