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Abstract

Kalman-Bucy smoothers are often used to estimate the state variables as a function of time in a system with stochastic dynamics and measurement noise. This is accomplished using an algorithm for which the number of numerical operations grows linearly with the number of time points. All of the randomness in the model is assumed to be Gaussian. Including other available information, for example a bound on one of the state variables, is non trivial because it does not fit into the standard Kalman-Bucy smoother algorithm. In this paper we present an interior point method that maximizes the likelihood with respect to the sequence of state vectors satisfying inequality constraints. The method obtains the same decomposition that is normally obtained for the unconstrained Kalman-Bucy smoother, hence the resulting number of operations grows linearly with the number of time points. We present two algorithms, the first is for the affine case and the second is for the nonlinear case. Neither algorithm requires the optimization to start at a feasible sequence of state vector values. Both the unconstrained affine and unconstrained nonlinear Kalman-Bucy smoother are special cases of the class of problems that can be handled by these algorithms.
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1 Introduction

The discrete Kalman-Bucy model for the dynamics and measurement is

\begin{equation}
  x_k = g_k(x_{k-1}) + w_k , \quad z_k = h_k(x_k) + v_k
\end{equation}

where for time index \( k = 1, \ldots, N \), \( x_k \in \mathbb{R}^n \) is the unknown state vector, \( g_k : \mathbb{R}^n \to \mathbb{R}^n \) is the known model for the mean dynamics, \( w_k \in \mathbb{R}^n \) is the unknown noise in the dynamics, \( z_k \in \mathbb{R}^m \) is the known measurement vector, \( h_k : \mathbb{R}^n \to \mathbb{R}^m \) is the known model for the measurement mean, and \( v_k \in \mathbb{R}^m \) is the unknown noise in the measurements. The noise vectors are all mutually independent and

\begin{equation}
  w_k \sim \mathcal{N}(0, Q_k) , \quad v_k \sim \mathcal{N}(0, R_k)
\end{equation}

where \( Q_k \in \mathbb{R}^{n \times n} \) and \( R_k \in \mathbb{R}^{m \times m} \) are the known covariance matrices, hence symmetric and positive definite. We simplify the notation by using \( g_1(x_0) \) for our initial state estimate, where \( g_1 \) is a constant function, and using \( Q_1 \) for the covariance of this initial estimate. We also simplify notation by fixing the number of measurements at each time index to \( m \). The algorithms allow some or all of these measurement to be missing at any particular time index so this is not a restriction.

If \( h_k \) and \( g_k \) are affine (linear plus a constant), the maximum likelihood and minimum variance estimate for the state sequence \( \{ x_k : k = 1, \ldots, N \} \) are identical and can be obtained using the affine Kalman-Bucy smoother; e.g., [1, Fig 1] or [23]. A decomposition technique enables these algorithms to solve \( nN \) linear equations in \( nN \) variables in \( O(n^3N) \) operations. If \( h_k \) and \( g_k \) are nonlinear, the iterated Kalman-Bucy smoother can be used to determine the maximum likelihood estimate for the
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state sequence. This is a Gauss-Newton method where each iteration of the method uses the affine Kalman-Bucy smoother (e.g. [1, Fig 2]).

In many cases, the model for $x_k$ in (1) is only an approximation that can be improved by including other information or considerations about the state vector in the estimation procedure (for further discussion see [24, Section 2.2]). The equality constrained solution where the model and constraint functions are affine is well known; e.g. [26]. Nonlinear models with nonlinear equality constraints are often approximated by augmenting the measurement vector; e.g., [11,30]. There is much recent work addressing inequality constraints using moving horizon estimation; e.g., [21,22,28,34]. The moving horizon is used to reduce the optimization problem in order to make it tractable; see the discussion below [8, equation (25)].

Prior to making the measurements, the negative log of the probability density for the measurement sequence $\{z_k\}$ can be computed as

$$-\log p(\{z_k\}|\{x_k\}) = \frac{1}{2} \sum_{k=1}^{N} \log \det(2\pi R_k) + [z_k - h_k(x_k)]^T R_k^{-1} [z_k - h_k(x_k)]$$

Define $S_k : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$ to be the residual sum of squares corresponding to time index $k$,

$$S_k(x_k, x_{k-1}) = \frac{1}{2} [z_k - h_k(x_k)]^T R_k^{-1} [z_k - h_k(x_k)] + \frac{1}{2} [x_k - g_k(x_{k-1})]^T Q_k^{-1} [x_k - g_k(x_{k-1})]$$

Define $S : \{\mathbb{R}^n\} \rightarrow \mathbb{R}$ to be the total sum of squares

$$S(\{x_k\}) = \sum_{k=1}^{N} S_k(x_k, x_{k-1}).$$

Given our model formulation, $S(\{x_k\})$ can be computed for any input sequence $\{x_k\}$; furthermore,

$$\partial x(j) \log p(\{z_k\}, \{x_k\}) = -\partial x(j) S(\{x_k\})$$
(Here and below we use \(w(p)\) to denote \(w_p\) when it is a subscript.) It follows that \(S(\{x_k\})\) is equal to a constant plus the negative log of the joint probability density of \(\{z_k\}\) and \(\{x_k\}\). Thus, minimizing \(S(\{x_k\})\) subject to a set of constraints is equivalent maximizing the joint density subject to the same set of constraints. Our inequality constrained nonlinear Kalman-Bucy smoother problem is

\[
\text{minimize } S(\{x_k\} \text{ w.r.t. } \{x_k\} \\
\text{subject to } f_k(x_k) \leq 0 \quad (k = 1, \ldots, N).
\]

**Remark 1** There is an inherent contradiction in the model formulation \((1)-(3)\). The constraints \((3)\) for the state sequence \(\{x_k\}\) conflict with the model for the noise sequence \(\{w_k\}\), and so the model for noise cannot be completely accurate. In the case of linear equality constraints, there are computable consistent statistical models; e.g., [15]. In the nonlinear inequality constrained, for computational as well as modeling simplicity, it is useful to think of the components of \(\{w_k\}\) as truncated Gaussian distributions so that the lemma makes sense.

### 3 The Quadratic Programming Sub-problem

Our grand strategy for solving problem \((5)\) is to build an algorithm that is reminiscent of the iterative Kalman-Bucy filter for the unconstrained problem. We do this by iteratively solving QP approximations that are built around the current estimate of a solution. These QP approximations correspond to local Gauss-Newton approximations to problem \((5)\). We propose to solve these QP subproblems using an interior point approach that exploits their structure in much the same way as the Kalman-Bucy filter. We now turn to the development of our Gauss-Newton approximation.

It follows from the definition of \(S_k\) in equation \((4)\) that

\[
\boldsymbol{\partial x(j)} S_k(x_k, x_{k-1}) =
\begin{cases}
[x_k - g_k(x_{k-1})]^T Q_k^{-1} & \text{if } j = k \\
-z_k - h_k(x_k)^T R_k^{-1} g_k^{(1)}(x_k) & \text{if } j = k - 1 \\
- [x_k - g_k(x_{k-1})]^T Q_k^{-1} g_k^{(1)}(x_{k-1}) & \text{otherwise}
\end{cases}
\]

Hence, except for the case \(j = N\),

\[
\boldsymbol{\partial x(j)} S(\{x_k\}) = \sum_{k=1}^{N} \boldsymbol{\partial x(j)} S_k(x_k, x_{k-1})
\]

\[=
\boldsymbol{\partial x(j)} S_j(x_j, x_{j-1}) + \boldsymbol{\partial x(j)} S_{j+1}(x_{j+1}, x_j)
\]

\[= [x_j - g_j(x_{j-1})]^T Q_j^{-1} - [z_j - h_j(x_j)]^T R_j^{-1} h_j^{(1)}(x_j)
\]

For the case where \(j = N\), there is no term \(S_{j+1}(x_{j+1}, x_j)\) in the summation. Thus, we obtain the following lemma.

**Lemma 2** Define \(Q_{N+1} \in \mathbb{R}^{n \times n}\) to be the identity matrix and \(g_{N+1} \equiv 0\). Then the partial derivative of \(S(\{x_k\})\) with respect to \(x(j)\) is given by equation \((6)\) for \(j = 1, \ldots, N\).

We now build an affine approximation to the model \((1)-(3)\) that is first-order accurate for a state sequence \(\{y_k\}\) near a fixed state sequence \(\{x_k\}\). Define the affine approximations \(\tilde{f}_k, \tilde{g}_k, \text{ and } \tilde{h}_k\) by

\[
\tilde{f}_k(x_k; y_k) = f_k(x_k) + f_k^{(1)}(x_k)(y_k - x_k)
\]

\[
\tilde{g}_k(x_k; y_k) = g_k(x_k) + g_k^{(1)}(x_k)(y_k - x_k)
\]

\[
\tilde{h}_k(x_k; y_k) = h_k(x_k) + h_k^{(1)}(x_k)(y_k - x_k)
\]

and, correspondingly, define \(\tilde{S}(\{x_k\}; \{y_k\})\) to be the residual sum of squares function associated with these affine approximations:

\[
\tilde{S}_k(x_k, x_{k-1}; y_k, y_{k-1}) =
(1/2)[y_k - \tilde{g}_k(x_k; y_{k-1})]^T Q_k^{-1} [y_k - \tilde{g}_k(x_k; y_{k-1})]
+(1/2)[z_k - \tilde{h}_k(x_k; y_k)]^T R_k^{-1} [z_k - \tilde{h}_k(x_k; y_k)]
\]

\[
\tilde{S}(\{x_k\}; \{y_k\}) = \sum_{k=1}^{N} \tilde{S}_k(x_k, x_{k-1}; y_k, y_{k-1})
\]

It follows from these definitions that

\[
S(\{x_k\}) = \tilde{S}(\{x_k\}; \{x_k\})
\]

Next fix the state sequence \(\{x_k\}\) and use \(\tilde{f}_k, \tilde{g}_k, \text{ and } \tilde{h}_k\) in place of \(f_k, g_k, \text{ and } h_k\) to define a Kalman-Bucy model \((1)-(3)\) for the state sequence \(\{y_k\}\). Applying the equation \((6)\) to the affine approximation yields

\[
\boldsymbol{\partial y(j)} \tilde{S}(\{x_k\}; \{y_k\}) = [y_j - \tilde{g}_j(x_{j-1}; y_{j-1})]^T Q_j^{-1} - [z_j - \tilde{h}_j(x_j; y_j)]^T R_j^{-1} h_j^{(1)}(x_j)
\]

\[
- [y_{j+1} - \tilde{g}_{j+1}(x_j; y_j)]^T Q_{j+1}^{-1} h_{j+1}^{(1)}(x_j)
\]

\[
\boldsymbol{\partial x(j)} S(\{x_k\}) = \boldsymbol{\partial y(j)} \tilde{S}(\{x_k\}; \{y_k\}) \big|_{\{y_k\} = \{x_k\}}
\]

We conclude from equations \((8)\) and \((10)\) that \(\tilde{S}(\{x_k\}; \{y_k\})\), as a function of \(\{y_k\}\), is a first-order accurate approximation to \(S(\{x_k\})\) near \(\{x_k\}\). In addition, \(\tilde{S}(\{x_k\}; \{y_k\})\) is smooth with respect to \(\{x_k\}\) (provided that \(g_k(x_{k-1})\) and \(h_k(x_k)\) are smooth).
Our approach to solving the nonlinear problem (5) is based on iteratively solving QP subproblems of the form:

\[
\begin{align*}
\text{minimize} & \quad \tilde{S}(\{x_k\}; \{y_k\}) \quad \text{w.r.t.} \quad \{y_k\} \\
\text{subject to} & \quad f_k(x_k; y_k) \leq 0 \quad (k = 1, \ldots, N)
\end{align*}
\]

This approach is similar in spirit to sequential quadratic programming (SQP) methods for constrained nonlinear programs [19].

Let us analyze the structure of these subproblems a bit further. It follows from equation (9) that the second partials of \(\tilde{S}(\{x_k\}; \{y_k\})\) with respect to \(\{y_k\}\) are zero except for the terms

\[
\partial y_{(j-1)} \partial y_{(j)} \tilde{S}(\{x_k\}; \{y_k\}) = -g_j^{(1)}(x_{j-1})^T Q_j^{-1}
\]

This matrix is the Hessian of \(\tilde{S}(\{x_k\}; \{y_k\})\) with respect to \(\{y_k\}\) and \(\tilde{S}(\{x_k\}; \{y_k\})\) is quadratic in \(\{y_k\}\).

Define \(A_k \in \mathbb{R}^{n \times n}\), \(C_k \in \mathbb{R}^{n \times n}\), and \(C \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n}\) by

\[
A_k = -Q_k^{-1} g_k^{(1)}(x_{k-1})
\]

\[
C_k = \begin{cases}
Q_k^{-1} + h_k^{(1)}(x_k) ^T R_k^{-1} h_k^{(1)}(x_k) \\
+ g_{k+1}^{(1)}(x_k) ^T Q_k^{-1} g_{k+1}(x_k)
\end{cases}
\]

\[
C = \begin{pmatrix}
C_1 & A_2^T & 0 \\
A_2 & C_2 & A_3^T & 0 \\
& & \ddots & \ddots \\
0 & & & A_N, C_N
\end{pmatrix}
\]

In Theorem 3 we will see that equations involving the matrix \(C\) can be inverted in a stable and efficient fashion. This matrix is the Hessian of \(\tilde{S}(\{x_k\}; \{y_k\})\) with respect to \(\{x_k\}\) where the dependence on \(\{x_k\}\) is not explicitly expressed. We now use this simplified notation to reformulate the QP subproblem (11). Define the vector \(a_k \in \mathbb{R}^n\) by

\[
a_k = \partial y_{(k)} \tilde{S}(\{x_j\}; \{y_j\}) \bigg|_{\{y_j\} = \{x_j\}}^T
\]

and define the vector \(a \in \mathbb{R}^{nN}\), the vector \(b \in \mathbb{R}^{lN}\), and the matrix \(B \in \mathbb{R}^{lN \times nN}\) by

\[
a = \begin{pmatrix}
a_1 \\
\vdots \\
a_N
\end{pmatrix}, \quad b = \begin{pmatrix}
f_1(x_1) - f_1^{(1)}(x_1)x_1 \\
\vdots \\
f_N(x_N) - f_N^{(1)}(x_N)x_N
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
f_1^{(1)}(x_1) & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & f_N^{(1)}(x_N)
\end{pmatrix}
\]

The vector \(a\) is a representation for the gradient of \(\tilde{S}(\{x_k\}; \{y_k\})\) with respect to \(\{y_k\}\). The affine approximation to the constraints (3) is given by \(b + By \leq 0\) where \(y \in \mathbb{R}^{nN}\) is the column vector representing \(\{y_k\}\). This reformulation is obtained from

\[
\tilde{S}(\{x_k\}; \{y_k\}) = (1/2)(y - x)^T C(y - x) + a^T(y - x) + S(\{x_k\})
\]

by removing the terms that are constant with respect to \(y\). Since the matrix \(C\) is positive definite (see Theorem 3), this is a strictly convex QP, and so a unique solution exists whenever the problem is feasible.

### 4 Solving the QP Sub-problem

The QP subproblem (14) is solved using an interior point approach [16, 19]. Interior point methods apply a damped Newton’s method to a relaxation of the Karush-Kuhn-Tucker (KKT) conditions. The relaxed optimality conditions are themselves optimality conditions for an associated relaxed optimization problem. The relaxed subproblem uses a log barrier to maintain strict feasibility (see [13, Chapter 3] for a discussion log barrier methods):

\[
\begin{align*}
\text{minimize} & \quad (1/2) y^T C y + d^T y - \mu \sum_{i=1}^{lN} \log(s_i) \quad \text{w.r.t.} \\
(y, s) \in \mathbb{R}^{nN} \times \mathbb{R}_+^{lN} \quad \text{subject to} \quad s + b + By = 0
\end{align*}
\]

where \(s_i \in \mathbb{R}_+\) means that \(s_i \geq 0\), and \(\mu\) is the relaxation parameter. One can show [16] that if the original problem is strictly feasible, i.e., there exists \(y\) such that \(b + By < 0\), then a unique solution to problem (15) exists for all \(\mu > 0\). The expression \(-\mu \sum_{i=1}^{lN} \log(s_i)\) in the objective
is called a log-barrier term. This term assures that at the solution \((y(\mu), s(\mu))\) to problem (15) one has 0 < \(s(\mu)\).

The first-order necessary conditions for optimality in problem (15), or equivalently, the KKT conditions, can be stated in terms of its Lagrangian function

\[
L_\mu(y, s, u) = \frac{1}{2} y^T Cy + d^T y - \mu \sum_{i=1}^{\ell N} \log(s_i) + u^T (s + b + By)
\]

where \(u \in \mathbb{R}^{\ell N}\) is the vector of Lagrange multipliers corresponding to the constraint \(s + b + By = 0\). These optimality conditions take the form

\[
0 = \nabla_u L_\mu(y, s, u) = s + b + By \\
0 = \nabla_y L_\mu(y, s, u) = Cy + B^T u + d \\
0 = \nabla_s L_\mu(y, s, u) = u - \mu D(s)^{-1} e
\]

for \(y \in \mathbb{R}^{\ell N}\) and \(s, u \in \mathbb{R}^{\ell N}\), where, for any vector \(w \in \mathbb{R}^q, D(w) \in \mathbb{R}^{q \times q}\) denotes the diagonal matrix with \(w\) along its diagonal (i.e., \(D(w)_{i,j} = w_i\) if \(i = j\) and zero otherwise), and \(e \in \mathbb{R}^{\ell N}\) is the vector having all components equal to one. We now transform these equations into a form that is more convenient for the application of Newton’s method. Define

\[
F_\mu : \mathbb{R}^{\ell N+nN+\ell N} \to \mathbb{R}^{\ell N+nN+\ell N} \\
F_\mu(s, y, u) = \begin{pmatrix} s + b + By \\
Cy + B^T u + d \\
D(s)D(u)e - \mu e \end{pmatrix}
\]

Since problem (15) is a convex program with only polyhedral constraints, the point \((s, y, u)\) solves problem (15) if and only if there is a multiplier vector \(u \in \mathbb{R}^{\ell N}\) such that \((s, y, u)\) solves the KKT conditions (16), or equivalently, \(F_\mu(s, y, u) = 0\) [25]. Our solution method for the QP subproblems (14) uses a predictor-corrector Newton’s method to follow the central path.

is obtained by solving the equation

\[
F^{(1)}_\mu(s, y, u)(\Delta s, \Delta y, \Delta u)^T = -F_\mu(s, y, u)
\]

The derivative of \(F_\mu\) is given by

\[
F^{(1)}_\mu(s, y, u) = \begin{pmatrix} I_N & B & 0 \\
0 & C & B^T \\
D(u) & 0 & D(s) \end{pmatrix}
\]

where \(I_N\) is the \(\ell N \times \ell N\) identity matrix. Hence, the Newton iteration becomes

\[
\begin{pmatrix} I_N & B & 0 \\
0 & C & B^T \\
D(u) & 0 & D(s) \end{pmatrix} \begin{pmatrix} \Delta s \\
\Delta y \\
\Delta u \end{pmatrix} = \begin{pmatrix} -s - b - By \\
-Cy - B^T u - d \\
\mu e - D(u)e \end{pmatrix}
\]

The first row of this equation gives \(\Delta s\) in terms of \(\Delta y\):

\[
\Delta s = -s - b - B(y + \Delta y)
\]

Replacing the bottom row of equation (17) by the bottom row minus \(D(u)\) times the top row, we obtain the reduced set of equations

\[
\begin{pmatrix} C & B^T \\
-D(u)B & D(s) \end{pmatrix} \begin{pmatrix} \Delta y \\
\Delta u \end{pmatrix} = \begin{pmatrix} -Cy - B^T u - d \\
\mu e - D(u)(b + By) \end{pmatrix}
\]

Replacing the top row by \(C^{-1}\) times the top row

\[
\Delta y + C^{-1}B^T \Delta u = -y - C^{-1}(B^T u + d) \\
-D(u)B \Delta y + D(s) \Delta u = \mu e - D(u)(b + By)
\]

The first row of this equation gives \(\Delta y\) in terms of \(\Delta u\):

\[
\Delta y = -y - C^{-1}[d + B^T (u + \Delta u)]
\]

Replacing the bottom row of equation (19) by \(D(u)^{-1}\) times the bottom row plus \(B\) times the top row, we obtain the reduced equation

\[
[BC^{-1}B^T + D(s/u)] \Delta u = \begin{pmatrix} \mu e/u + b - BC^{-1}(B^T u + d) \\
\end{pmatrix}
\]

where \((s/u) \in \mathbb{R}^{\ell N}+\) is the vector defined by \((s/u)_i = s_i/u_i, u \geq 0\). Having \(\Delta u\), the vector \(\Delta y\) can be computed using equation (20), and then \(\Delta s\) can be computed using equation (18). Following this approach, a Newton step can be obtained by successively solving the three equations,

\[
Cz = B^T u + d
\]

\[
[BC^{-1}B^T + D(s/u)] \Delta u = \begin{pmatrix} \mu e/u + b - Bz \\
\end{pmatrix}
\]

\[
Cw = d + B^T (u + \Delta u)
\]
and setting $\Delta y = -y - w$ and $\Delta s = -s - b - B(y + \Delta y)$. That is, we must be able to solve equations involving the matrices $C$ and $[BC^{-1}BT + D(s/u)]$. The Sherman-Morrison-Woodbury formula can be applied to invert $[BC^{-1}BT + D(s/u)]$ giving the alternative representation

$$
[BC^{-1}BT + D(s/u)]^{-1} = D(s/u)^{-1} - D(s/u)^{-1}B[C + BT D(s/u)^{-1}B]^{-1}BT D(s/u)^{-1}
$$

Hence, the problem reduces to being able to solve equations involving matrices of the form $C + B^T DB$, where $D$ is either zero or positive definite and diagonal. This can be accomplished using the following theorem.

**Theorem 3** Suppose that the matrix $C$ is given by equation (12). It follows that the matrix $C + B^T DB$ is symmetric positive definite, and has the same tridiagonal block structure as the matrix $C$. Further suppose that the sequence of derivatives $g_k(y_{k-1})$ for $k = 2, \ldots, N$ are invertible matrices. It follows that $C$ is positive definite and that, $\Delta u$ in equation (21) and $\Delta y$ in equation (20), can be calculated in a numerically stable fashion with $O(n^2)$ floating point operations using the block tridiagonal algorithm in [2].

**Proof:** The matrix $B^T D(s/u)^{-1}B$ is symmetric block diagonal with blocks of size $n \times n$. Hence $C + B^T D(s/u)^{-1}B$ has the same tridiagonal block structure as the matrix $C$. The matrix $C$ is the Hessian, with respect to $y_k$, of

$$
\tilde{S}(\{x_k\}; y_k) = \sum_{k=1}^{N} \tilde{S}_k(x_k, x_{k-1}; y_k, y_{k-1})
$$

and the Hessian, with respect to $y_k$, of each $\tilde{S}_k(x_k, x_{k-1}; y_k, y_{k-1})$ is positive semi-definite since it is a positive semi-definite quadratic form (see equation (7) where both $g_k(x_k; y_k)$ and $h_k(x_k; y_k)$ are affine with respect to $y_k$). Hence $C$ is symmetric and positive semi-definite. Given the structure of the blocks in $C$, displayed in equation (12), $C$ satisfies the conditions in [2, Lemma 6] and we can compute $\Delta y$ in equation (20). Hence $C$ is nonsingular and so positive definite. Since each of the $n \times n$ diagonal blocks in $B^T D(s/u)^{-1}B$ is positive semi-definite, $C + B^T D(s/u)^{-1}B$ must also be positive definite. One can now apply equation (22) and [2, Lemma 6] to solve for $\Delta u$ in equation (21).

5 The Constrained QP Algorithm

In the case where the functions $\{f_k\}$, $\{g_k\}$, and $\{h_k\}$ are all affine (their derivatives are constant), the original problem (5) is equivalent to the QP (14). The algorithm below terminates at an approximate solution to QP (14) consisting of a primal vector $y_p \in \mathbb{R}^{nN}$ and Lagrange multiplier vector $u_p \in \mathbb{R}_+^{nN}$ satisfying

$$
b + By_p \leq \delta, \quad \|B^T u_p + Cy_p + d\|_\infty \leq \delta, \quad \|u_p \cdot (b + By_p)\|_\infty \leq \delta
$$

where $p$ is the iteration index and for $v \in \mathbb{R}^q$, $v \leq \delta$ means $v_i \leq \delta$ for $i = 1, \ldots, q, v \cdot w \in \mathbb{R}$ is defined by $(v \cdot w)_i = v_i w_i$, and $\|v\|_\infty$ is maximum of $|v_i|$ for $i = 1, \ldots, q$. The convergence criteria (23) correspond to a $\delta$ relaxed version of the KKT conditions for QP (14). These KKT conditions are given by equation (16) with $\mu = 0$. To be more specific, the first term in criteria (23) corresponds to a $\delta$ relaxation of the feasibility condition $b + By \leq 0$, the second term corresponds to a $\delta$ relaxation of the Lagrangian stationarity condition $\nabla_u L_\mu(y, s, u) = 0$, and the third term correspond to a $\delta$ relaxation of the complementarity condition $u \cdot (b + By) = 0$.

The algorithm below solves the QP (14). It is a naive implementation of the interior point method. In the algorithm, scalar and function iterates are subscripted by the iteration counter $p$ while vector iterates are superscripted by $p$. Given a vector $w$, max($w$) denotes the maximum component of $w$, and $\|w\|_2$ denotes the square root of the sum of squares of the components of $w$.

The following is a list of the inputs to the algorithm below: the convergence tolerance $\delta > 0$, the quadratic factor in the objective $C \in \mathbb{R}^{nN \times nN}$, the linear factor in the objective $d \in \mathbb{R}^{nN}$, the constant term in the inequality constraint $b \in \mathbb{R}^N$, and the linear factor in the inequality constraint $B \in \mathbb{R}^{nN \times nN}$.

**Algorithm 4** Inequality Constrained Affine Smoother

1. **Initialization:** Let $y^0 \in \mathbb{R}^{nN}$ be the solution to the unconstrained problem; i.e., $y^0 = -C^{-1}d$. If max$(b + By^0) \leq \delta$, set $u^0 = 0$ and return $(y^0, u^0)$ (the convergence criteria (23) are satisfied by this pair). Otherwise set $p = 0$, $\mu_0 = \max(b + By^0)$, and $s^0 = u^0 = \sqrt{\mu_0}$.  

2. **Solve the following equation for $\Delta s_p, \Delta y_p, \Delta u_p$**

$$
0 = F_{\mu(p)}(s^p, y^p, u^p) + F^{(1)}_{\mu(p)}(s^p, y^p, u^p)(\Delta s^p, \Delta y^p, \Delta u^p)^T
$$

3. **Compute the largest step size $\beta_p$ less than or equal to 1 such that $s^p + \beta_p \Delta s^p \geq s^p/10$ and $u^p + \beta_p \Delta u^p \geq u^p/10$. This is calculated as follows**

$$
\alpha_p = \max(\max(-\Delta s^p/s^p), \max(-\Delta u^p/u^p))
$$

$$
\beta_p = \begin{cases} 1 & \text{if } \alpha_p \leq 0.9 \\ 0.9/\alpha_p & \text{otherwise} \end{cases}
$$

4. **Update**

$$
y^{p+1} = y^p + \Delta y^p
$$

$$
u^{p+1} = u^p + \beta_p \Delta u^p
$$

5. **Update**

$$
\mu_{p+1} = \mu_p + \beta_p \Delta s^p
$$

6. **Set**

$$
p = p + 1
$$

7. **Check convergence**

$$
|\mu_{p+1}| < \varepsilon, |\Delta s^p| < \varepsilon, |\Delta u^p| < \varepsilon/p;
$$

8. **Stop**

Otherwise return to step 2.
(4) Compute the line search parameter \( \lambda_p \), new iterates \( s^{p+1}, y^{p+1}, u^{p+1} \), and penalty parameter \( \mu_{p+1} \)

\[
G_p(\lambda) = \left\{ \| F\mu(p)(s^p + \lambda \Delta s^p, y^p + \lambda \Delta y^p, u^p + \lambda \Delta u^p) \|^2_2 \right\}
\]

\[
\lambda_p = \max \{ \beta_p 2^{-q} | q \in \mathbb{Z}_+ \}
\]

\[
G_p(\beta_p 2^{-q}) \leq (1 - \beta_p 2^{-q/10}) G_p(0)
\]

where \( \mathbb{Z}_+ \) is the nonnegative integers. Set \( s^{p+1} = s^p + \lambda_p \Delta s^p \), \( y^{p+1} = y^p + \lambda_p \Delta y^p \), and \( u^{p+1} = u^p + \lambda_p \Delta u^p \). If \( \text{mod}(p, 3) = 1 \) then \( \mu_{p+1} = \mu_p \) else \( \mu_{p+1} = \mu_p \times 10 \).

(5) Set \( p = p + 1 \). If the convergence criteria (23) are satisfied, return \( y^p, u^p \); otherwise go to step 2.

### 6 The Unconstrained Nonlinear Algorithm

As an introduction to Algorithm 6 below, we first present an unconstrained version. The unconstrained version of problem (5) is

minimize \( S(\{x_k\}) \) w.r.t. \( \{x_k\} \)

We solve this problem by iteratively solving different versions of an approximating QP. This is similar to the Gauss-Newton method in [1], except that a line search is included to ensure global convergence; see Theorem 9. The unconstrained QP that approximates the problem above near \( \{x_k\} \) is minimize \( S(\{x_k\}; \{y_k\}) \) with respect to \( \{y_k\} \) which is equivalent to

\[
\min_{y \in \mathbb{R}^n} \frac{1}{2} y^T C y + d^T y \quad \text{w.r.t.} \quad y \in \mathbb{R}^n
\]

where \( C \) and \( d \) are the same as in problem (14); i.e., \( a \) is defined by equation (13), \( C \) is defined by equation (12), \( x \in \mathbb{R}^n \) is the column vector representing \( \{x_k\} \), and \( d = a - C x \). The solution of the QP (24) is \( y = -C^{-1} d \). This can be computed in a numerically stable fashion, with \( O(n^3) \) floating point operations, using the block tridiagonal algorithm in [2]. The unconstrained first order convergence criteria is

\[
\| \partial x(k) S(\{x_j^p\}) \|_\infty \leq \varepsilon \quad (k = 1, \ldots, N)
\]

The inputs to the unconstrained algorithm are as follows (values with subscript \( k \) are known for all \( k \)): the convergence tolerance \( \varepsilon \), the dynamical model \( g_k \) in equation (1), the measurement model \( h_k \) in equation (1), the measurement values \( z_k \) in equation (1), the dynamics covariance \( Q_k \) in equation (2), the measurement covariance \( R_k \) in equation (2), and the starting state vector for the optimization process \( x_k^0 \in \mathbb{R}^n \).

**Algorithm 5 Unconstrained Nonlinear Smoother**

(1) Initialization: Set the iteration counter \( p = 0 \).

(2) Affine approximation: Substitute \( \{x_k^p\} \) for \( \{x_k\} \) in equations (12), (13) and let \( C^p \) and \( d^p \) be the corresponding values for \( C, d \) in QP (24).

(3) Let \( y^p = -(C^p)^{-1} d^p \).

(4) If the convergence criteria (25) is satisfied, return \( x^p \) as the solution.

(5) Compute the line search step size \( \lambda_p \) as follows:

\[
\eta_p = (a^p)^T (y^p - x^p), \quad H_p(\lambda) = S[x^p + \lambda (y^p - x^p)]
\]

\[
\lambda_p = \max \{ 2^{-q} | q \in \mathbb{Z}_+ \}
\]

\[
H_p(2^{-q}) - H_p(0) \leq 2^{-q} \eta_p / 10
\]

(6) Set \( x^{p+1} = x^p + \lambda_p (y^p - x^p) \), then set \( p = p + 1 \) and go to step 2.

### 7 The Constrained Nonlinear Algorithm

Given a termination tolerance \( \varepsilon \), the termination criteria for the general nonlinear problem are based on the KKT conditions for problem (5). Specifically, the algorithm terminates at a primal vector \( x^p \in \mathbb{R}^n \) and Lagrange multiplier vector \( u^p \in \mathbb{R}^N \) such that for \( k = 1, \ldots, N \)

\[
f_k(x_k^p) \leq \varepsilon, \quad \| u_k^p \cdot f_k(x_k^p) \|_\infty \leq \varepsilon \quad \text{and} \quad \| (u_k^p)^T f_k^{(1)}(x_k^p) + \partial x(k) S(\{x_j^p\}) \|_\infty \leq \varepsilon
\]

where the sequence \( \{x_k^p\} \) with each \( x_k^p \in \mathbb{R}^n \) corresponds to the vector \( x^p \in \mathbb{R}^n \) and \( \{u_k^p\} \) with each \( u_k^p \in \mathbb{R}^\ell \) corresponds to the vector \( u^p \in \mathbb{R}^\ell N \).

Given a vector \( w \in \mathbb{R}^q \), we use \( \max(0, w) \in \mathbb{R}^q \) to denote the vector with \( i \)-th component equal to \( \max(0, w_i) \). Given a \( x \in \mathbb{R}^n \), the \( \ell_1 \) distance from the constraint function values \( \{f_k(x_k)\} \) to the constraint set is

\[
\phi(x) = \sum_{k=1}^N \sum_{i=1}^\ell \max[f_k(x_k), 0]
\]

and its approximation is given by

\[
\tilde{\phi}(x; y) = \sum_{k=1}^N \sum_{i=1}^\ell \max[f_k(x_k; y_k), 0]
\]

The algorithm below solves the nonlinear problem (5). The inputs to this algorithm are the same as for unconstrained algorithm in Section (6) with the addition of the constraint functions \( f_k: \mathbb{R}^n \rightarrow \mathbb{R}^\ell \) for \( k = 1, \ldots, N \).

**Algorithm 6 Inequality Constrained Nonlinear Smoother**

(1) Initialization: Set the iteration counter \( p = 0 \) and the initial penalty parameter \( \alpha_0 = 0 \).
Affine approximation: Substitute \( \{x^p_k\} \) for \( \{x_k\} \) in equations (12), (13) and let \( a^p, b^p, B^p, C^p, \) and \( d^p \) be the corresponding values for \( a, b, B, C, \) and \( d \) in QP (14).

Solve this QP using Algorithm 4 with inputs \( \delta = \varepsilon \times 10^{-2}, C = C^p, d = d^p, b = b^p, \) and \( B = B^p. \) Let \( y^p \) and \( u^p \) be the resulting solution.

If the convergence criteria (26) are satisfied, return \( x^p, u^p \) as the solution.

If \( \alpha_p > 0, \) set \( \hat{\alpha}_p = \alpha_p; \) otherwise, \( \hat{\alpha}_p = \|u^p\|_\infty. \)

Define the value
\[
\zeta_p = (y^p - x^p)^T C^p (y^p - x^p) + (a^p)^T (y^p - x^p)
\]
If \( \zeta_p \leq \hat{\alpha}_p \phi(x^p), \) set \( \alpha_{p+1} = \hat{\alpha}_p; \) otherwise, \( \alpha_{p+1} = \max\{\zeta_p / \phi(x^p), 2 \hat{\alpha}_p\} \).

Compute the line search step size \( \lambda_p \) as follows:
\[
\eta_p = (a^p)^T (y^p - x^p) + \alpha_{p+1} \hat{\phi}(x^p; y^p) - \phi(x^p)\]
\[
H_p(\lambda) = S[x^p + \lambda(y^p - x^p)] + \alpha_{p+1} \hat{\phi}[x^p + \lambda(y^p - x^p)]
\]
\[
\lambda_p = \max\{2^{-q} \mid q \in \mathbb{Z}_+ \text{ and } H_p(2^{-q}) - H_p(0) \leq 2^{-q} \eta_p / 10\}
\]

Set \( x^{p+1} = x^p + \lambda_p (y^p - x^p), \) then set \( p = p + 1 \) and go to step 2.

Remark 7 This algorithm can be generalized using the model algorithm in [5]. One natural extension considers the case where the subproblems do not have feasible solutions. In addition, the convergence theory in [5] can be extended to the case where the subproblems are not solved exactly; i.e., \( \delta > 0; \) see [6, Section 7, Remark 6].

Lemma 8 Suppose \( \varepsilon = 0, \) all the quadratic subproblems in step 2 have feasible solutions, and the corresponding sequence \( \{y^p\} \) is bounded. Then Algorithm 6 is a special case of the model algorithm in [5, Section 4], the sequences \( \{x^p\} \) and \( \{C^p\} \) are bounded, and \( \{C^p\} \) is contained in a compact set of real symmetric positive definite matrices. (See proof in Appendix.)

The convergence result in Theorem 9 below requires the use of the constraint qualification given in [5, Definition 5.1]. This constraint qualification is a modest extension of the well-known Mangasarian-Fromowitz constraint qualification (MFCQ) [19, Definition 12.6]. The extension allows the application of the condition to infeasible as well as feasible points, and is equivalent to the MFCQ at feasible points. For this reason we refer to this extension as the Mangasarian-Fromowitz constraint qualification. However, we mention that there are many possible extensions of the Mangasarian-Fromowitz constraint qualification to non-feasible points. For example, generalizations that exploit the geometry induced by a specific choice of norm are given in [6, Definition 9.1].

MFCQ: Problem (5) can be written as
\[
\text{minimize } S(x) \text{ w.r.t. } x \in \mathbb{R}^{nN} \text{ subject to } f(x) \leq 0
\]
A point \( \hat{x} \in \mathbb{R}^{nN} \) satisfies the Mangasarian-Fromowitz Constraint Qualification for this problem if there is a direction \( \hat{w} \in \mathbb{R}^{nN} \) such that if \( i \in \{1, \ldots, \ell N\} \) and \( f_i(\hat{x}) \geq 0 \) then \( f_i^{(1)}(\hat{x}) \hat{w} < 0. \)

A point \( \hat{x} \) is a cluster point of the sequence \( \{x^p\} \) if for every \( \varepsilon > 0 \) there are infinitely many indices \( p \) such that \( |x^p - \hat{x}| < \varepsilon. \)

Theorem 9 Suppose \( \varepsilon = 0, \) all the quadratic subproblems in step 2 have feasible solutions, the corresponding sequence \( \{y^p\} \) is bounded, and every cluster point of \( \{x^p\} \) satisfies the MFCQ. Then the sequence \( \{x^p\} \) is bounded and each of its cluster points is a KKT point for problem (5), i.e. satisfies convergence criteria (26) for some vector of Lagrange multipliers. (See proof in Appendix.)

8 Affine Example

We consider the problem of estimating an unknown function from a finite set of noisy measurements of the function’s value. For the purpose of simulating the measurements \( \{z_k\}, \) the function’s derivative \( X_1(t) \) and its value \( X_2(t) \) are given by
\[
X(t) = \begin{bmatrix} - \cos(t) \end{bmatrix}^T
\]

Our model for this unknown function is given by the stochastic differential equation (see [20] or [10])
\[
dsX(t) = FX(t) \, dt + G \, dB(t)
\]

where \( B(t) \) is Brownian motion and
\[
F = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad G = \begin{pmatrix} 1 \\ 0 \end{pmatrix}
\]

Thus the \( X_1(t) \) is equal to \( B(t) \) plus a constant of integration and \( X_2(t) \) is just the integral of \( X_1(t). \) This model is often used to describe signals that are known to be smooth (but nothing more). In particular, it forms the basis for a Bayesian interpretation of cubic smoothing splines. The problem of reconstructing \( X_2(t) \) from a finite set of noisy direct measurements, subject to linear inequality constraints, is considered in [29, Section 9.4].

The interior point Kalman smoother presented above solves this problem efficiently with the number of operations scaling linearly with the number of observation time points.

For \( s \leq t, \) let \( P(t|s) \) denote the covariance of \( X(t) \) given the value of \( X(s). \) In general, when \( F, G \) are constant
matrices and $B(t)$ is Brownian motion with identity matrix covariance per unit time, the covariance $P(t|s)$ satisfies a differential Lyapunov equation (see [14, page 133 equation 4.138]). To be more specific, the covariance of the state at time $t$, conditioned on state value at time $s$, and prior to knowing the system output measurements, satisfies the differential Lyapunov equation

$$P(s|s) = 0 \text{ and } \partial_t P(t|s) = FP(t|s) + P(t|s)F^T + GG^T$$

For our particular choice of $F$ and $B$,

$$\partial_t P(t|s) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} P(t|s) + P(t|s) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$$

$$= \begin{pmatrix} P_{1,1}(t|s) \\ P_{1,2}(t|s) + P_{2,1}(t|s) \end{pmatrix}$$

$$P(t|s) = \begin{pmatrix} (t-s) & (t-s)^2/2 \\ (t-s)^2/2 & (t-s)^3/3 \end{pmatrix}$$

In this example, $\Delta t$ is constant between time points. Thus, the dynamical model for $k > 1$ is represented by $g_k : R^2 \rightarrow R^2$ and $Q_k \in R^{2 \times 2}$ where

$$g_k(x_{k-1}) = (x_{1,k-1}, x_{2,k-1} + x_{1,k-1} \Delta t)^T$$

$$Q_k = \begin{pmatrix} \Delta t^2/2 \\ \Delta t^3/3 \end{pmatrix}$$

The initial state estimate is given by $g_1(x_0) = X(t_1)$ and $Q_1 = 100I_2$ where $I_2$ is the two by two identity matrix. The covariance of the initial state estimate is large so that it has no noticeable affect on the resulting fit. The measurement variance $\sigma^2$ is also constant. Direct measurements of $X_2(t)$ are represented by $h_k : R^2 \rightarrow R^1$ and $R_k \in R^{1 \times 1}$ where

$$h_k(x_k) = x_{2,k}, \quad R_k = \sigma^2$$

The function $X(t)$ satisfies $-1 \leq X_1(t) \leq 1$ and $-1 \leq X_2(t) \leq 1$. We require that the estimate of $X(t)$ satisfy the same constraints which we represent by $f_k(x_k) \leq 0$ where $f_k : R^2 \rightarrow R^4$ is defined by

$$f_k(x_k) = (-x_{1,k-1}, x_{1,k-1}, -x_{2,k-1}, x_{2,k-1})^T$$

The specifications for the example are completed by : the number of measurement times $N = 50$, the spacing between time points $\Delta t = 2\pi/N$, the time corresponding to $k$-th measurement $t_k = k\Delta t$, the standard deviation of the measurement noise $\sigma = .5$, the simulated measurement noise $v_k \sim N(0, R_k)$, and the simulated measurement values $z_k = h_k[X(t_k)] + v_k$.

The results of fitting a typical realization are plotted in Figure 1 where circles denote the noisy measurements and the solid lines denote the constraints. We can see the beneficial effect of the constraints; notice that the constrained estimate (long dashed-line) is much closer to the true function (dotted line) when compared with the unconstrained estimate (short dashed-line). The unconstrained estimate is the initial state sequence used during the optimization process to determine the constrained estimate; i.e., $y^0$ in step 1 of Algorithm 4. We also note that this initial state sequence is not feasible.

### 9 Nonlinear Example

Consider the problem of tracking a ship traveling close to shore where we are given distance measurements from two fixed stations to the ship as well as the location of the shoreline. The corresponding measurement functions $\{h_k\}$ are not affine because the distance is not affine with respect to the position of the ship. In addition, the corresponding constraint functions $\{f_k\}$ are not affine because the shoreline is not a straight line. For the purpose of simulating the measurements $\{z_k\}$, the ship velocity $[X_1(t), X_3(t)]$ and the ship position $[X_2(t), X_4(t)]$ are given by

$$X(t) = \begin{bmatrix} 1 & t & -\cos(t) & 1.3 - \sin(t) \end{bmatrix}^T$$

We model the ship velocity components as independent Brownian motions plus an initial velocity, and the position of the ship as the integral of the velocity plus an initial location. This example also uses a constant spacing $\Delta t$ between time points. The dynamical model for
k > 1 is given by \( g_k : \mathbb{R}^4 \rightarrow \mathbb{R}^4 \), \( Q_k \in \mathbb{R}^{4 \times 4} \) where

\[
g_k(x_{k-1}) = (x_{1,k-1}, x_{2,k-1} + x_{1,k-1} \Delta t, x_{3,k-1}, x_{4,k-1} + x_{4,k-1} \Delta t)^T,
\]

\[
Q_k = \begin{pmatrix}
\Delta t & \Delta t^2 / 2 & 0 & 0 \\
\Delta t^2 / 2 & \Delta t^3 / 3 & 0 & 0 \\
0 & 0 & \Delta t & \Delta t^2 / 2 \\
0 & 0 & \Delta t^2 / 2 & \Delta t^3 / 3
\end{pmatrix}
\]

The initial state estimate is given by \( g_1(x_0) = X(t_1) \) and \( Q_1 = 100I_4 \) where \( I_4 \) is the four by four identity matrix.

The measurement variance is constant for this example and is denoted by \( \sigma^2 \). The distance measurements are made from two stationary locations on shore. One is located at \((0,0)^T\) and the other is located at \((2\pi,0)^T\). These distance measurements are represented by \( h_k : \mathbb{R}^3 \rightarrow \mathbb{R}^2 \) and \( R_k \in \mathbb{R}^{2 \times 2} \) where

\[
h_k(x_k) = \left( \frac{\sqrt{x_{2,k}^2 + x_{3,k}^2}}{\sqrt{(x_{2,k} - 2\pi)^2 + x_{3,k}^2}}, R_k = \begin{pmatrix}
\sigma^2 & 0 \\
0 & \sigma^2
\end{pmatrix}
\right)
\]

We know that the ship does not cross land and so \( X_{4}(t) \geq 1.25 - \sin[X_{2}(t)] \). This information is represented by \( f_k(x_k) \leq 0 \) where \( f_k : \mathbb{R}^4 \rightarrow \mathbb{R}^1 \) is defined by

\[
f_k(x_k) = 1.25 - \sin(x_{2,k}) - x_{4,k}
\]

The specifications for this example are completed by : the number of measurement times \( N = 50 \), the spacing between time points \( \Delta t = 2\pi / N \), the time corresponding to \( k \)-th measurement \( t_k = k\Delta t \), the standard deviation of the measurement noise \( \sigma \) = .25, the simulated measurement noise \( v_k \sim \mathcal{N}(0,R_k) \), and the simulated measurement values \( z_k = h_k[X(t_k)] + v_k \).

Our choice for the initial state sequence for the optimization process is given by \( x_{1,k}^0 = 0, x_{2,k}^0 = 0, x_{3,k}^0 = 0, \) and \( x_{4,k}^0 = 1 \). It follows that, for \( k = 1, \ldots, N \), the corresponding value for the constraint function is

\[
f_k(x_k) = 1.25 - \sin(x_{2,k}) - x_{4,k} = .25 > 0
\]

Thus, the initial state vector for this example problem is not feasible. The results of fitting a typical realization are now plotted in Figure 2 with the same conventions as adopted in Figure 1 (except that measurements are not reported in Figure 2). The beneficial effect of including the constraints similar to those in Figure 1.

10 Conclusions

In many situations, certain information about a dynamical system is most naturally represented using constraints. Including such information can compensate for model approximation errors and greatly improve the state estimates. Strategies for including equality constraints can be found in the literature. However, handling inequality constraints is a much harder problem due to the complexity of identifying those constraints that are active at the solution (e.g. see [9, equation (25)]). Nonetheless, estimates that respect inequality constraints may be crucial: e.g., [3,9,11,18,21,24,27,28,34]. In this paper we have shown how interior point methods can be applied to maximize the Kalman-Bucy smoother likelihood subject to nonlinear inequality constraints.

A key contribution of this approach is that it exploits the same decomposition that is used for unconstrained Kalman-Bucy smoothers and so the required operations scale linearly with the number of measurements. Interior point methods allow for efficient and highly accurate solution of the QP subproblem (14). Possible future enhancements may be obtained by applying more sophisticated techniques from the interior point literature and by improving robustness as suggested in Remark 7.

Matlab code and documentation for the algorithms can be found at the address below. If your browser does not support MathML, use ckbs.xml instead of ckbs.xml. http://www.seanet.com/~bradbell/ckbs/ckbs.xml

Appendix

Proof of Lemma 8: Let \( \theta \) be a bound for \( x^0 \) and the sequence \( \{ y^p \} \): i.e., \( \|x^0\|_2 \leq \theta \) and \( \|y^p\|_2 \leq \theta \). We show by induction that \( \|x^p\|_2 \leq \theta \) for all \( p \). It is true for \( p = 0 \) so assume it is true for some index \( p \). It follows from step 7 that \( x^{p+1} \) is a convex combination of \( x^p \) and \( y^p \). It now
follows that $\|x^{p+1}\|_2 \leq \theta$. This completes the induction and shows that the sequence $\{x^p\}$ is bounded.

In what follows, we use Model algorithm to refer to the model algorithm in [5, Section 4]. We use $\|w\|$ to denote the $\ell_1$ norm of $w$; i.e., $\|w\| = \sum_{i=1}^n |w_i|$ The table below lists the notational correspondence between the Model algorithm in [5] and Algorithm 6. In the table, $P_{\alpha}$ is an abbreviation for $P_{\alpha}(x_i + \lambda d_i)$ and $f(x)_+$ is an abbreviation for $\max\{f(x), 0\}$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Algo 6</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_i$</td>
<td>$x^p$</td>
<td>state sequence for this iterate</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>$\alpha_p$</td>
<td>penalty parameter</td>
</tr>
<tr>
<td>$f(x_i)$</td>
<td>$S(x^p)$</td>
<td>objective function</td>
</tr>
<tr>
<td>$g(x_i)$</td>
<td>$f(x^p)$</td>
<td>inequality constraint function</td>
</tr>
<tr>
<td>$h(x_i)$</td>
<td>none</td>
<td>equality constraint function</td>
</tr>
<tr>
<td>$\nabla f(x_i)$</td>
<td>$\alpha^p$</td>
<td>gradient of objective</td>
</tr>
<tr>
<td>$H_i$</td>
<td>$C^p$</td>
<td>subproblem quadratic factor</td>
</tr>
<tr>
<td>$r_1(x_i)$</td>
<td>0</td>
<td>constraint feasibility factor</td>
</tr>
<tr>
<td>$|w|$</td>
<td>$|w|_1$</td>
<td>the $\ell_1$ norm of $w$</td>
</tr>
<tr>
<td>$|w|_0$</td>
<td>$|w|_\infty$</td>
<td>the $\ell_\infty$ norm of $w$</td>
</tr>
<tr>
<td>$R_0(x)$</td>
<td>$f(x)_+$</td>
<td>constraint violation</td>
</tr>
<tr>
<td>$\beta_i$</td>
<td>$\beta$</td>
<td>subproblem trust region radius</td>
</tr>
<tr>
<td>$-\Delta(x_i, \sigma_i)$</td>
<td>$\phi(x^p)$</td>
<td>$\ell_1$ norm of constraint violation</td>
</tr>
<tr>
<td>$d_i$</td>
<td>$y^p - x^p$</td>
<td>line search direction</td>
</tr>
<tr>
<td>$P_{\alpha}$</td>
<td>$H_p(\lambda)$</td>
<td>penalty function</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>$\lambda_p$</td>
<td>line search parameter</td>
</tr>
</tbody>
</table>

By equation (10), and the definition of $y^p$ in step 3 of Algorithm 6, $w^p = y^p - x^p$ solves the QP

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} w^T C w + S^{(1)}(x^p) w \\
\text{subject to} & \quad f(x^p) + f^{(1)}(x^p) w \leq 0
\end{align*}$$

The sequence $\{w^p\}$ is bounded, because both $\{y^p\}$ and $\{x^p\}$ are bounded. Thus $w^p$ also solves the QP above with the additional constraint $\beta \geq \|w\|_1$ for some sufficiently large and fixed value of $\beta$. Therefore the problems in step 3 are instances of the QP subproblems referred to as $Q(x_i, H_i, \sigma_i, \beta_i)$ in the Model algorithm.

The boundedness of $\{x^p\}$ implies that there is a compact set $\Omega \subset \mathbb{R}^{nN}$ such that $x^p \in \Omega$ for all $p$. We define the mapping $\omega : \Omega \rightarrow \mathbb{R}^{nN \times nN}$ by $\omega(x)$ is the matrix $C$ that corresponds to $x$ in equation (12). It follows from Theorem 3 that each $C \in \omega(\Omega)$ is positive definite. It follows from the continuity of $\omega(x)$ that $\omega(\Omega)$ is compact.

Thus, the sequence $\{C^p\}$ is contained in the compact set of real symmetric positive definite matrices $\omega(\Omega)$.

In step 5 the value $\alpha_p$ is used to initialize the first non-zero value of $\alpha_p$. To be specific, the first non-zero multiplier vector $w^p$ is used to set the first non-zero value of $\alpha_p$. It follows from $\varepsilon = 0$, that $\delta = 0$ which implies that the subproblem is solved exactly; hence $\tilde{\phi}(x^p, y^p) = 0$. It now follows that the formulas for $\alpha_{p+1}$ are the same as in step (3) of the Model algorithm.

Using the fact that $\gamma = 0$ and $y^p$ solves the QP in step 3, we conclude that $\tilde{\phi}(x^p, y^p) = 0$ and in step 6 we have

$$\eta_p = a^p(y^p - x^p) - \alpha_{p+1}\phi(x^p)$$

As a special case of the Model algorithm, we can choose its values $\gamma_1 = 1$, $\gamma_2 = 1/2$, and $\mu_1 = \mu_2 = 1/10$. Note that if $\lambda_p < \gamma_1$,

$$H_p(1) - H_p(0) > \mu_2\eta_p$$

It follows that the procedure for choosing $\lambda_p$ in step 6 is an instance of step (4) of the Model algorithm (where $\lambda_1 = \lambda_1/\gamma_2$ in step (4) of the Model algorithm). Therefore, Algorithm 6 is a special case of the Model algorithm.

**Proof of Theorem 9:** The hypotheses of Lemma 8 are satisfied, hence the sequence $\{x^p\}$ is bounded. Let $\hat{x}$ be a cluster point for $\{x^p\}$ and let $J \subset \mathbb{Z}_+$ be a subsequence for which $x^p \xrightarrow{J} \hat{x}$. The point $\hat{x}$ can not be a Fritz John point (in the sense of [5]) because the MFCQ is satisfied at $\hat{x}$. We note that for all $x$, $S(x) \geq 0$, $\phi(x) \geq 0$. It follows that for all $p$ and $\lambda$, $H_p(\lambda) \geq 0$. Hence, [5, Theorem 6.1, Case (2)-(a)] is not possible.

**Case 1:** Suppose that $\hat{x}$ is not feasible. It follows that it cannot be a stationary point for the penalty function $\phi(x)$ [5, Theorem 5.1, Case (2)]. It now follows from [5, Corollary 6.1] that the sequence of penalty parameters $\{\alpha_p\}$ is bounded. It follows that [5, Theorem 6.1, Case (1)] and [5, Theorem 6.1, Case (2)-(b)] are not possible. Thus, by [5, Theorem 6.1, Case (2)-(c)] we conclude that $\hat{x}$ must be feasible.

**Case 2:** Suppose the sequence $\{\alpha_p\}$ is not bounded. This sequence is monotone increasing and hence there must be a cluster point $\check{x}$ for the set $\{x^p : \alpha_p < \alpha_{p+1}\}$. It follows from [5, Corollary 6.1] that $\check{x}$ is not feasible, but this contradicts the conclusion for Case 1 above.

**Case 3:** Since neither Case 1 or Case 2 can occur, we conclude that $\check{x}$ is feasible and the sequence $\{\alpha_p\}$ is bounded. It follows that [5, Theorem 6.1, Case (1)] and [5, Theorem 6.1, Case (2)-(b)] are not possible. Thus, by [5, The-
orem 6.1, Case (2)-(c)] we conclude that $(y^p - x^p) \to 0$, $\phi(x^p) \to 0$, and

$$S^{(1)}(x^p) + (w^p)^T f^{(1)}(x^p) \to 0$$

where $w^p$ is any Lagrange multiplier for the corresponding QP in step 3. Any multiplier for the subproblem must satisfy the corresponding complementarity condition

$$\|w^p \cdot \tilde{f}(x^p; y^p)\|_\infty = 0$$

It follows from [5, Theorem 5.1, Item (4)] that we can choose the multipliers $w^p$ to be bounded in a neighborhood of $\hat{x}$. There is a further subsequence of indices $K \subset J$, and a multiplier value $\tilde{w}$, such that $x^p \to \hat{x}$ and $w^p \overset{K}{\to} \tilde{w}$. It follows that $\tilde{f}(x^p; y^p) \overset{K}{\to} f(\hat{x})$, $f(\hat{x}) \leq 0$, $\|\tilde{w}^T f^{(1)}(\hat{x}) + S^{(1)}(\hat{x})\|_\infty = 0$, and $\|\tilde{w} \cdot f(\hat{x})\|_\infty = 0$; i.e., $\hat{x}$ is a KKT point for problem (5).
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