Nonlinear dynamic partial least squares modeling of a full-scale biological wastewater treatment plant
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Abstract

Partial least squares (PLS) has been extensively used in process monitoring and modeling to deal with many, noisy, and collinear variables. However, the conventional linear PLS approach may be not effective due to the fundamental inability of linear regression techniques to account for nonlinearity and dynamics in most chemical and biological processes. A hybrid approach, by combining a nonlinear PLS approach with a dynamic modeling method, is potentially very efficient for obtaining more accurate prediction of nonlinear process dynamics. In this study, neural network PLS (NNPLS) were combined with finite impulse response (FIR) and auto-regressive with exogenous (ARX) inputs to model a full-scale biological wastewater treatment plant. It is shown that NNPLS with ARX inputs is capable of modeling the dynamics of the nonlinear wastewater treatment plant and much improved prediction performance is achieved over the conventional linear PLS model.
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1. Introduction

Recent advances in computer technology and instrumentation techniques enable us to collect large amounts of data from chemical and biological processes. With the increasing data dimensionality, multivariate statistical process control (MVSPC) has become very important and essential to extract the useful information from the measurement data for improving process performance and product quality. During the last decade, it has been successfully applied for monitoring and modeling of chemical/biological processes [1–5].

One of the most popular MVSPC techniques is partial least squares (PLS). PLS is a linear multivariate process identification method that projects the input-output data down into a latent space, extracting a number of principal factors with an orthogonal structure, while capturing most of the variance in the original data [6,7]. Linear PLS derives its usefulness from its ability to analyze data with strongly collinear, noisy and numerous variables in both the predictor matrix X and responses Y [8].

However, when applying the linear PLS to modeling real processes, there have been some difficulties in its practical applications since most real problems are inherently nonlinear and dynamic [9–11]. A number of methods have been proposed to integrate nonlinear features within the linear PLS framework to produce a nonlinear PLS algorithm. A quadratic PLS modeling method was proposed to fit the functional relation between each pair of latent scores by quadratic regression [12]. Neural networks were also incorporated into linear PLS to identify the relationship between the input and the output scores, while retaining the outer mapping framework of linear PLS algorithm [13,14]. In the neural network PLS (NNPLS), because only small size network is trained at one time, the over-parametrized problem of the direct neural network approach such as multi-layer perceptron is circumvented even when the training data are very sparse. In addition, NNPLS does not require any kind of functional expansion compared to functional-link neural networks [15].

The conventional PLS implicitly assumes that the measurements are time independent and suited for modeling
steady-state processes. Typically, most of biological wastewater treatment plants are in dynamic state, with various events occurring such as hydraulic changes, composition variations, and equipment defects. Data from these processes are not only cross-correlated but also auto-correlated. Therefore, it is required to incorporate dynamic features of the process and to take into account time related variations of the process of interest. By simply augmenting a relatively large number of lagged values of the input variables in the input data matrix, called the finite impulse response (FIR) and including lagged values of both the inputs and the outputs in the input data matrix, called the auto-regressive with exogenous (ARX) inputs representations, dynamic relations can be modeled [16–18].

In the application investigated here, the NNPLS methodology is extended to enable the modeling of dynamic processes. By combining a static NNPLS with FIR and ARX model structure, nonlinear dynamic processes can be effectively modeled. The proposed methods were applied to a full-scale biological wastewater treatment plant and the modeling capabilities of these approaches were assessed through structured comparisons based on their prediction accuracy and performance characteristics.

2. Materials and methods

2.1. Domestic wastewater treatment plant

The full-scale biological wastewater treatment plant in Korea is a conventional activated sludge unit as shown in Fig. 1. It was designed for removal of organic matter from domestic wastewaters of nearby city in total 900,000 PE (persons equivalent). The removal of organic matter is accomplished in a biological system which consists of 24 primary clarifiers, 12 activated sludge lines, and 24 secondary clarifiers. The hydraulic retention time for primary clarifiers and aeration tanks were 2.7 and 7.9 h, respectively. The treatment efficiency is determined as the removal efficiency of total nitrogen, total phosphorus and total COD. Table 1 lists the available measurements from the plant along with their means and standard deviations. All samples were analyzed according to the Standard Methods [19]. Since the measurements were performed with different sampling intervals, the daily mean values for each variable were used in the data analysis. On-line measurements (temperature, flowrate, pH, and DO) were obtained at least once per hour. Some off-line analysis (COD, TN, and TP) were routinely performed twice a day but others (BOD, SS, SVI, and MLSS) once a day. All off-line analyses were repeated three times and their corresponding mean values were used for the model development. The process data used in modeling were routinely measured data and the investigation period was 12 months to cover the relevant information of the seasonal fluctuation.

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Symbol</th>
<th>Unit</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Temperature</td>
<td>$T_I$</td>
<td>°C</td>
<td>17.0</td>
<td>4.8</td>
<td>-0.01</td>
<td>1.76</td>
</tr>
<tr>
<td>2</td>
<td>Flowrate</td>
<td>$Q_I$</td>
<td>m³/day ($\times 10^3$)</td>
<td>400.5</td>
<td>72.7</td>
<td>1.82</td>
<td>7.15</td>
</tr>
<tr>
<td>3</td>
<td>pH</td>
<td>pH$_I$</td>
<td></td>
<td>7.1</td>
<td>0.1</td>
<td>0.21</td>
<td>1.99</td>
</tr>
<tr>
<td>4</td>
<td>BOD</td>
<td>BOD$_P$</td>
<td>mg/l</td>
<td>164.6</td>
<td>13.6</td>
<td>0.84</td>
<td>3.67</td>
</tr>
<tr>
<td>5</td>
<td>COD</td>
<td>COD$_P$</td>
<td>mg/l</td>
<td>206.0</td>
<td>63.8</td>
<td>0.60</td>
<td>2.94</td>
</tr>
<tr>
<td>6</td>
<td>SS</td>
<td>SS$_P$</td>
<td>mg/l</td>
<td>274.4</td>
<td>85.8</td>
<td>1.87</td>
<td>6.38</td>
</tr>
<tr>
<td>7</td>
<td>BOD</td>
<td>BOD$_P$</td>
<td>mg/l</td>
<td>65.2</td>
<td>12.6</td>
<td>0.10</td>
<td>3.66</td>
</tr>
<tr>
<td>8</td>
<td>COD</td>
<td>COD$_P$</td>
<td>mg/l</td>
<td>88.7</td>
<td>16.6</td>
<td>-0.02</td>
<td>3.18</td>
</tr>
<tr>
<td>9</td>
<td>SS</td>
<td>SS$_P$</td>
<td>mg/l</td>
<td>59.3</td>
<td>14.0</td>
<td>1.09</td>
<td>3.78</td>
</tr>
<tr>
<td>10</td>
<td>Total nitrogen</td>
<td>TN$_P$</td>
<td>mg/l</td>
<td>21.1</td>
<td>4.6</td>
<td>0.49</td>
<td>4.05</td>
</tr>
<tr>
<td>11</td>
<td>Total phosphorus</td>
<td>TP$_P$</td>
<td>mg/l</td>
<td>2.1</td>
<td>0.6</td>
<td>1.03</td>
<td>3.12</td>
</tr>
<tr>
<td>12</td>
<td>MLSS</td>
<td>MLSS$_A$</td>
<td>mg/l ($\times 10^3$)</td>
<td>1.7</td>
<td>0.3</td>
<td>0.17</td>
<td>4.33</td>
</tr>
<tr>
<td>13</td>
<td>DO</td>
<td>DO$_A$</td>
<td>mg/l</td>
<td>2.6</td>
<td>1.4</td>
<td>0.50</td>
<td>2.44</td>
</tr>
<tr>
<td>14</td>
<td>Air flowrate</td>
<td>$Q_{AIR}$</td>
<td>m³/day ($\times 10^3$)</td>
<td>1.5</td>
<td>0.1</td>
<td>0.92</td>
<td>4.04</td>
</tr>
<tr>
<td>15</td>
<td>SVI</td>
<td>SVI$_A$</td>
<td></td>
<td>201.0</td>
<td>75.6</td>
<td>0.86</td>
<td>3.04</td>
</tr>
<tr>
<td>16</td>
<td>Recycle flowrate</td>
<td>$Q_R$</td>
<td>m³/day ($\times 10^3$)</td>
<td>198.0</td>
<td>24.0</td>
<td>0.28</td>
<td>1.78</td>
</tr>
<tr>
<td>17</td>
<td>Returned MLSS</td>
<td>MLSS$_R$</td>
<td>mg/l ($\times 10^3$)</td>
<td>5.1</td>
<td>1.1</td>
<td>0.78</td>
<td>3.76</td>
</tr>
<tr>
<td>18</td>
<td>Wastage flowrate</td>
<td>$Q_W$</td>
<td>m³/day ($\times 10^3$)</td>
<td>6.0</td>
<td>1.3</td>
<td>-1.25</td>
<td>4.78</td>
</tr>
<tr>
<td>19</td>
<td>COD</td>
<td>COD$_E$</td>
<td>mg/l</td>
<td>14.0</td>
<td>2.2</td>
<td>-0.49</td>
<td>2.85</td>
</tr>
<tr>
<td>20</td>
<td>Total nitrogen</td>
<td>TN$_E$</td>
<td>mg/l</td>
<td>13.8</td>
<td>2.6</td>
<td>1.45</td>
<td>5.57</td>
</tr>
<tr>
<td>21</td>
<td>Total phosphorus</td>
<td>TP$_E$</td>
<td>mg/l</td>
<td>1.2</td>
<td>0.4</td>
<td>1.60</td>
<td>6.81</td>
</tr>
</tbody>
</table>
between matrices $X$ and $Y$. In PLS, the scaled matrices $X$ and $Y$ are decomposed into score vectors ($t$ and $u$), loading vectors ($p$ and $q$) and residual error matrices ($E$ and $F$):

$$X = \sum_{i=1}^{a} t_i p_i^T + E$$
$$Y = \sum_{i=1}^{a} u_i q_i^T + F$$

(1)

where $a$ is the number of latent variables. In an inner relation the score vector $t$ is linearly regressed against the score vector $u$.

$$u_i = b_i t_i + h_i$$

(2)

where $b$ is a regression coefficient which is determined by minimizing the residual $h_i$. There are several algorithms to calculate the PLS model parameters. In this work, the nonlinear iterative partial least squares (NIPALS) algorithm was used with the exchange of scores [6]. It is crucial to determine the optimal number of latent variables and cross-validation is a practical and reliable way to test the predictive significance of each PLS component.

2.3. Neural network partial least squares

In order to capture nonlinear structures between the predictor block and the responses, PLS model can be extended to nonlinear models. Major approaches have been to incorporate nonlinear functions within the linear PLS framework. Neural network PLS (NNPLS) is an integration of neural networks with PLS to model nonlinear processes with input collinearity [12]. The input and output variables are projected onto the latent space to remove collinearity and then
each latent variable pair is mapped with a single-input-single-output (SISO) neural network as follows:

\[ u_i = N_i(t) + v_i \]  

(3)

where \( N_i(\cdot) \) stands for the inner relation represented by a neural network and \( v_i \) is the residuals. NNPLS’s major advantage is that it decomposes a multivariate regression problem into a number of univariate regressors so that it can circumvent the over-parametrization problem. The neural network is trained to capture the nonlinearity in the projected latent space. In this application, a feed-forward back-propagation neural network (FBNN) with sigmoid functions was used to identify the nonlinear inner regression models for each of the latent variables.

2.4. Dynamic modeling approaches

In this study, two discrete regression models such as the finite impulse response and the auto-regressive with exogenous inputs representations are investigated [16,17,20]. By including lagged values of the input variables and outputs variables in the input data matrix, process dynamics can be incorporated into PLS model. The advantage of these approaches is that steady-state PLS techniques can be used for the modeling of dynamic process. To build FIR model, the process input vector \( \mathbf{x}(k) \) which compromises lagged input data values is defined as:

\[ \mathbf{x}_{\text{FIR}}(k) = [\mathbf{x}(k-1), \mathbf{x}(k-2), \ldots, \mathbf{x}(k-n_i)]^T \]  

(4)

and the input vector for the ARX model is formulated as:

\[ \mathbf{x}_{\text{ARX}}(k) = [\mathbf{y}(k-1), \mathbf{y}(k-2), \ldots, \mathbf{y}(k-n_y), \mathbf{x}(k-1), \mathbf{x}(k-2), \ldots, \mathbf{x}(k-n_i)]^T \]  

(5)

where \( \mathbf{x}(k) \) and \( \mathbf{y}(k) \) are the process input and output data vectors, and \( n_i \) and \( n_y \) are the time lags for the input and output variables, respectively. With these approaches, the PLS methods can be extended to dynamic modeling by using either \( \mathbf{x}_{\text{FIR}}(k) \) or \( \mathbf{x}_{\text{ARX}}(k) \) as input vectors.

2.5. Experiments

The first 18 variables in Table 1 were used as predictors \( \mathbf{X} \) to explain three response variables \( \mathbf{Y} \) (COD\(_b\), TN\(_b\) and TP\(_b\)), which serve as the purification result of the WWTP. To pre-treat data prior to this application, the sensor values were validated using a fault identification and reconstruction approach [21].

Initially, the whole data set was analyzed by the linear PLS. By examining the behavior of the process data in the projection spaces defined by the small number of latent variables in the case of PLS, it is often possible to extract very useful information. Fig. 2 shows the score values of all the data sets in the first two latent variables. This score plot gives the overall representation of the process behavior. The data points appear to cluster into three distinct regions which correspond to different operating conditions. According to a priori knowledge, it was known that the transitions between cluster 1 and cluster 2 were from the rainy summer conditions. Average annual rainfall in Korea was about 1280 mm and about 2/3 of this rainfall was concentrated during the rainy summer from June to September. During the rainy season, high amount of diluted wastewater inflow to the WWTP (even though a large part of the wastewater inflow was bypassed) was frequent

3. Results and discussion

3.1. Analysis of historical process data

Initially, the whole data set was analyzed by the linear PLS. By examining the behavior of the process data in the projection spaces defined by the small number of latent variables in the case of PLS, it is often possible to extract very useful information. Fig. 2 shows the score values of all the data sets in the first two latent variables. This score plot gives the overall representation of the process behavior. The data points appear to cluster into three distinct regions which correspond to different operating conditions. According to a priori knowledge, it was known that the transitions between cluster 1 and cluster 2 were from the rainy summer conditions. Average annual rainfall in Korea was about 1280 mm and about 2/3 of this rainfall was concentrated during the rainy summer from June to September. During the rainy season, high amount of diluted wastewater inflow to the WWTP (even though a large part of the wastewater inflow was bypassed) was frequent

\[ \text{RMSE} = \sqrt{\frac{\sum (\hat{y} - y)^2}{n}} \]  

(6)

where \( y \) is the measured values, \( \hat{y} \) is the corresponding predicted values and \( n \) is the number of samples. All programs used in this work were implemented in MATLAB by using the PLS toolbox [22].
occurrence. This was a great disturbance to the WWTP and even significantly decreased the amount of microorganisms in the reactor. The scatter character of the plot also indicates that the operating data started from the left part of cluster 1 and gradually moved to cluster 2, and then the projected process data moved down to cluster 3. This implies that the WWTP operation was changing slowly and even switched to another operating state after disturbances such as the heavy rain conditions.

3.2. Linear PLS applications

A linear PLS model was built between the predictor variables and the response variables. The objective was to determine how well the linear model works and to compare the results to those of the dynamic and nonlinear models later. Based on the cross-validation results, five latent variables were included into the linear PLS model. It explained 84.60% of the variance of matrix \( Y \) and 83.66% of matrix \( X \) (Table 2). From the loading weights, we could find that previous values of the response variables themselves were the most important ones in predicting future values. However, in this application, it was difficult to identify the most important variables of the model because their loadings vary considerably from one latent variable to another. The structure of the residual auto-correlation plot for the training data set is presented in Fig. 3. It indicates that there is a weak periodicity from slowly changing phenomena in the system. The simulation results of the linear PLS model are given in Fig. 4. This model predicted the dynamics of the wastewater treatment process with a relatively good accuracy for the calibration data set, but there was a significant mismatch between the model prediction and actual plant data in the later part of COD and TN profiles in the validation and test data sets. This exemplified the weakness of the linear multivariate regression model. Both FIR and ARX model structure were incorporated into the linear PLS. For the PLS-FIR model, the previous three samples of each predictor variables were used (\( n_x = 3 \)). For the PLS-ARX model, the response variables at time (\( k - 1 \)) and (\( k - 2 \)) were used alongside the same process input variables used for the
PLS-FIR model \((n_y = 2)\). The time lags were determined by trial-and-error to minimize the RMSE of the validation data set. One-step-ahead predictions were chosen to enable the PLS models to be compared. The regression performance of the PLS-FIR and PLS-ARX models are also presented in Table 2. The improvement was seen when using an FIR model structure in contrast to the linear model structure, based on the captured variance of \(Y\). Further improvement was obtained when using

Fig. 8. Measured vs. predicted values by linear PLS model (long dash line: 95% prediction interval).

Fig. 9. Measured vs. predicted values by NNPLS-ARX model (long dash line: 95% prediction interval).
the ARX model structure in contrast to the FIR representation. Therefore, the predictor matrix including previous input and output values increase the amount of information, which enhances the predictive ability of the regression model.

### 3.3. Neural network PLS applications

In the application of the NNPLS modeling to this example, a feed-forward neural network with sigmoid functions was used to identify the nonlinear inner regression. The simplified cross-validation was used to determine the optimal number of factors [20]. Each factor is modeled using a SISO network. The neural network was trained to capture the nonlinearity in the projected latent space using a conjugate gradient optimization. The number of hidden units was also determined automatically by simplified cross-validation. The same data were also used to compare the PLS methods with the NNPLS models. Five latent variables were included into the NNPLS model, which then explained 83.39% of the variance of matrix $X$ and 87.21% of matrix $Y$ (Table 3). Fig. 5 shows the first principal inner relation between the $X$ and $Y$-block from both the linear PLS and NNPLS models. Fig. 5(a) shows a very strong relationship and the linear PLS regression gives a best linear least-squares model. Fig. 5(b), when it is compared with Fig. 5(a), clearly shows how the NNPLS model captures the nonlinearity and thus outperforms the linear PLS model. By using the same time-lagged input matrix ($n_x = 3$, $n_y = 2$), both NNPLS-FIR and NNPLS-ARX models were developed. The regression performance of the dynamic models is also presented in Table 3. From the residual auto-correlation plots for the training data set as shown in Fig. 6, it indicates that the NNPLS-ARX model exhibits less periodical behaviors, compared to the linear PLS model (Fig. 3). Fig. 7 presents the regression results from the NNPLS-ARX model. It shows that the NNPLS-ARX gives much better prediction results than the linear PLS model (Fig. 4). Hence, not only is the NNPLS-ARX model able to model the nonlinearity of the full-scale WWTP, the dynamic structure of the model can capture the complex dynamics of the problem. The measured data versus the predicted values of COD, TP and TN concentrations from both the linear PLS and NNPLS-ARX model are shown in Figs. 8 and 9, respectively. These results consistently showed that the NNPLS-ARX model outperformed the linear PLS model.

Table 4 shows the RMSE and coefficient of multiple determination ($R^2$) values of six different modeling approaches. It can be observed that the prediction capabilities of the linear PLS approach improved when either nonlinear modeling method or dynamic input structures were employed. The overall performance of the NNPLS-ARX model is better in terms of both the RMSE and $R^2$ values than any other algorithms. The increased prediction performance of the NNPLS-ARX model can be explained by the fact that the full-scale WWTP, in this application, is an inherently nonlinear dynamic system with time-varying reactions of the microorganisms and large variations in the incoming wastewater.

### 4. Conclusions

Although the conventional PLS modeling method gives a linear model from a lot of collinear measurements, it is not capable of modeling nonlinear and dynamic systems. By integrating a nonlinear NNPLS modeling algorithm with dynamic FIR and ARX framework, nonlinear dynamic systems can be modeled effectively. Application to a full-scale biological WWTP has shown that the NNPLS with ARX model representation gave the best prediction performance benefiting from the inclusion of a nonlinear inner mapping and dynamic input structure. However, in this application, the model’s results should not be extrapolated without care as the validation and test data sets showed rather little dynamics. Since the developed model was derived from daily mean values, it might not be appropriate for control purposes. But it can give operators and process engineers a guideline that would allow them to arrive at the optimum operational strategy.

The methodology is fairly general and applicable to other biological WWTPs. As most full-scale domestic/industrial wastewater treatment plants have typically little detailed knowledge of the process or of its response to external disturbances, we believe that the proposed modeling strategy can be widely applied to complex and time-varying biological systems for development of cost-effective and reliable prediction models.
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Appendix A. Nomenclature

\(a\)  number of latent variables
\(ARX\)  auto-regressive with exogenous input
\(b\)  regression coefficient
\(COD\)  chemical oxygen demand (mg/l)
\(E\)  error matrix
\(F\)  error matrix
\(FBNN\)  feed-forward back-propagation neural network
\(FIR\)  finite impulse response
\(h\)  residuals
\(MVSPC\)  multivariate statistical process control
\(n\)  number of samples
\(n_x, n_y\)  time lag for the input and output variables
\(NNPLS\)  neural network partial least squares
\(p\)  loading vector
\(PE\)  persons equivalent
\(PLS\)  partial least squares
\(q\)  loading vector
\(RMSE\)  root-mean-square-error
\(t\)  score vector
\(TN\)  total nitrogen (mg/l)
\(TP\)  total phosphorus (mg/l)
\(u\)  score vector
\(v\)  residuals
\(WWTP\)  wastewater treatment plant
\(x\)  input vector
\(X\)  predictor matrix
\(y\)  measured variable
\(\hat{y}\)  predicted value
\(Y\)  response matrix
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