Performance of some variable selection methods when multicollinearity is present
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Abstract

Variable selection is one of the important practical issues for many scientific engineers. Although the PLS (partial least squares) regression combined with the VIP (variable importance in the projection) scores is often used when the multicollinearity is present among variables, there are few guidelines about its uses as well as its performance. The purpose of this paper is to explore the nature of the VIP method and to compare with other methods through computer simulation experiments. We design 108 experiments where observations are generated from true models considering four factors— the proportion of the number of relevant predictors, the magnitude of correlations between predictors, the structure of regression coefficients, and the magnitude of signal to noise. Confusion matrix is adopted to evaluate the performance of PLS, the Lasso, and stepwise method. We also discuss the proper cutoff value of the VIP method to increase its performance. Some practical hints for the use of the VIP method are given as simulation results.
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1. Introduction

The quality of a final product in a process industry is believed to be determined by a lot of process variables. Process engineers are often interested in finding vital few process variables that would be most influential on the quality of the product. With only several variables in hand, their control problem for the quality improvement would become much easier. Although stepwise regression methods are often used for this purpose due to their simplicity, there are several reasons why process engineers are often not satisfied with the results. One of them is its poor performance when the multicollinearity exists among variables. Under this situation, the VIP (Variable Importance in the Projection) scores obtained by the partial least squares (PLS) regression, has been paid an increasing attention these days as an importance measure of each explanatory variable or predictor [1]. However, the performance and the use of the VIP scores are not well discovered.

The objective of this study is to investigate the performance of the VIP scores for selecting the relevant process variables which "really" have an effect on the response or have nonzero coefficients. For this purpose, we used computer simulation experiments where some true models are assumed and data sets are generated so as to mimic the typical manufacturing process which consists of consecutive unit processes. We compare the performance of VIP scores under PLS (called PLS-VIP method) with the PLS regression (called PLS-BETA method), the Lasso regression [2] and the stepwise regression [3]. We also aim to discuss the proper cutoff value of the PLS-VIP method.

The rest of the paper is organized as follows. A brief review of variable selection methods using PLS regression,
the Lasso regression and the stepwise regression is given in Section 2. Section 3 describes the simulation design and performance measure using confusion matrix. The simulation results and the discussion are given in Section 4. Finally, Section 5 concludes the paper with a summary.

2. Variable selection methods

2.1. Partial least squares regression

In case of single response $y$ and $p$ predictors, PLS regression model with $h$ ($h \leq p$) latent variables can be expressed as follows [4,5].

\[ X = TP^t + E \]  
\[ y = Tb + f \]  

In Eq. (1a,b), $X$ ($n \times p$), $T$ ($n \times h$), $P$ ($p \times h$), $y$ ($n \times 1$), and $h$ ($h \times 1$) are respectively used for predictors, $X$ scores, $X$ loadings, a response, and regression coefficients of $T$. The $k$-th element of column vector $b$ explains the relation between $y$ and $t_k$, the $k$-th column vector of $T$. Meanwhile, $E$ ($n \times p$) and $f$ ($n \times 1$) stand for random errors of $X$ and $y$, respectively. Generally, by using the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm, a weight matrix $W$ ($p \times h$) is obtained to make $||f||$ (Euclidean norm) as small as possible and, at the same time, to derive a useful relation between $X$ and $y$. Here, unless many other applications, $n > p$ is assumed due to the easiness of data availability in process industries.

NIPALS algorithm: in case of single $y$.

Assume that the $n \times p$ matrix $X$ and the column vector $y$ have been standardized to have mean 0 and unit variance. In the following, $t_k$, $p_k$, and $w_k$ respectively stand for the $k$-th column vector of $T$, $P$, and $W$. The $k$-th latent variable is obtained iteratively as follows ($k=1,2,\ldots,h$). Thus, model parameters in Eq. (1a,b) are determined accordingly.

Step 1 $y_{(k)} = y_{(k-1)} - b_{(k-1)} t_{k-1}$; $y_{(1)} = y$ and $X_{(k)} = X_{(k-1)} - t_{k-1} p_{k-1}^T$; $X_{(1)} = X$

Step 2 $w_{k}^T = y_{(k)} X_{(k)}^T y_{(k)}$

Step 3 $w_{k} = w_{k} / ||w_{k}||$

Step 4 $t_{k} = X_{(k)} w_{k} / w_{k}^T w_{k}$

Step 5 $p_{k} = t_{k} X_{(k)} / t_{k}^T t_{k}$

Step 6 $t_{k} = t_{k} / ||p_{k}||$

Step 7 $w_{k} = w_{k} / ||p_{k}||$

Step 8 $p_{k} = p_{k} / ||p_{k}||$

Step 9 $b_{k} = y_{(k)} t_{k} / t_{k}^T t_{k}$

Here, two variable selection methods using PLS regression will be considered. The first one is to use VIP scores (PLS-VIP method) and the other is to use regression coefficients estimated by PLS regression (called PLS-BETA method).

2.1.1. PLS-VIP method

The VIP score of a predictor, first published in [6], is a summary of the importance for the projections to find $h$ latent variables. The VIP score for the $j$-th variable can be calculated by Eq. (2). On the other hand, since the average of squared VIP scores equals 1, ‘greater than one rule’ is generally used as a criterion for variable selection.

\[ VIP_j = \frac{p}{\sum_{k=1}^{h} SS(b_k t_k)} \left( w_j / ||w_j|| \right)^2 \bigg/ \sum_{k=1}^{h} SS(b_k t_k) \]  

where \( SS(b_k t_k) = b_k^2 t_k^T t_k \)  

2.1.2. PLS-BETA method

The relation of $T$ and $W$ obtained by the NIPALS algorithm is given by Eq. (3) [7].

\[ T = XW^* \quad \text{where} \quad W^* = (P^T W)^{-1} \]  

From this, the predicted values can be directly calculated by Eq. (4). The relevant predictors could be selected according to the magnitude of the absolute values of regression coefficients.

\[ \hat{y} = T(T^T)^{-1} T^T y = Xb_{\text{pls}} \]  

where $b_{\text{pls}} = W (P^T W)^{-1} (T^T)^{-1} T^T y$

2.2. Least absolute shrinkage and selection operator (Lasso)

The Lasso [2] minimizes the residual sum of squares subject to the sum of the absolute value of the coefficients being less than a constant $s$. In view of shrinking the regression coefficients by imposing a penalty on their size, the Lasso is similar in spirit to Ridge regression. If the data are standardized to have mean 0, the Lasso estimate is defined by Eq. (5). Here a tuning parameter, $s \geq 0$, can be determined by the cross-validation. Because of the nature of the constraint it tends to produce some coefficients as zero and it may improve the overall prediction accuracy by sacrificing a little bias to reduce the variance of the predicted values.

\[ \hat{\beta}_{\text{lasso}} = \arg \min_{\beta} (y - X\beta)^T (y - X\beta) \]  

subject to $\sum_{j=1}^{p} |\beta_j| \leq s$

Although the solution to Eq. (5) can be obtained by the standard quadratic programming with linear inequality
constraints, the use of Least Angle Regression (LARS) algorithm reduces the computation burden [8].

LARS algorithm for the Lasso estimate.

Assume that the predictors have been standardized to have a mean 0 and unit length, and that the response has a mean 0. In the k-th iteration, the algorithm is roughly described as follows.

**Step 1** Update the active set. Calculate the absolute current correlations.

\[ \hat{c}_{kj} = x_j'(y - \hat{y}_{k-1}); \quad \hat{y}_0 = 0 \quad \text{and} \quad \hat{C}_k = \max_j \{ |\hat{c}_{kj}| \} \]

Update the active set \( A(k) \).

\[ A(k) = A(k-1) + \{ \hat{j} \}; \quad A(0) = \phi \]

and \( \hat{j} = \arg \max_{j \in A(k-1)} \{ |\hat{c}_{kj}| \} \)

**Step 2** Determine the least angle direction (\( u_k \)). Define \( X_k = (\cdot, s_j x_j') \cdot j \in A(k) \) where \( s_j = \text{sign}(\hat{c}_{kj}) \) and \( w_k = \hat{A}_k(X_k'X_k)^{-1}1_k \).

\[ \hat{A}_k = (X_k'X_k)^{-0.5} \]

(Here, \( 1_k \) is a vector of 1’s of length equaling \(|A|\), the size of \( A \).) Calculate the least angle direction.

\[ u_k = X_k w_k \]

**Step 3** Calculate the step size. Define \( a_{kj} = x_j' u_k \) for \( j \not\in A(k) \). Determine the step size.

If \(|A|\) equals the number of predictors, \( \hat{y}_k = \hat{C}_k/A_k \) and the algorithm is terminated.

else

\[ \gamma_j = \min_{\hat{j}, j \in A(k)} \{ (\hat{C}_k - \hat{c}_{kj}) / (A_k - a_{kj}), (\hat{C}_k + \hat{c}_{kj}) / (A_k + a_{kj}) \} \]

(Here, “\( \min^- \)” indicates that the minimum is taken over only positive components within each choice of \( j \).)

**Step 4** Predict the response.

\[ \gamma_j = \min_{\gamma_j > 0, j \in A(k)} \{ \gamma_j \} \quad \text{where} \quad \gamma_j = -\hat{B}_j / (s_j w_k); \quad \gamma_1 = \infty \]

If \( \hat{y}_{k} < \gamma_{\hat{j}} \)

\[ \hat{y}_k = \hat{y}_{k-1} + \hat{y}_k u_k \]

if \( j \in A, \hat{B}_j = -\hat{B}_j + \hat{y}_k w_{kj} \). Otherwise, \( \hat{B}_j = 0 \)

\[ A(k+1) = A(k) - \{ j \} \quad \text{where} \quad \hat{j} = \arg \min_{\gamma_j > 0, j \in A(k)} \{ \gamma_j \} \]

\[ \hat{c}_{k+1j} = x_j'(y - \hat{y}_k) \quad \text{and} \quad \hat{C}_{k+1} = \max_j \{ |\hat{c}_{k+1j}| \} \]

Go to Step 2.

else

\[ \hat{y}_k = \hat{y}_{k-1} + \hat{y}_k u_k \]

if \( j \in A, \hat{B}_j = -\hat{B}_j + \hat{y}_k w_{kj} \). Otherwise, \( \hat{B}_j = 0 \)

Go to Step 1.

2.3. Stepwise regression

Stepwise regression is a standard procedure for variable selection, which is based on the procedure of sequentially introducing the predictors into the model one at a time. The stepwise regression is classified into three methods: forward selection, backward elimination and stepwise method. The forward selection adds predictors to the model one at a time. In contrast to the forward selection, the backward elimination begins with the full model and successively eliminates one predictor at a time. An advantage of a forward selection for a large number of correlated variables, as opposed to backward elimination, is that the \( X'X \) matrix does not need to be inverted. Meanwhile, the stepwise method starts as the forward selection, but at each stage the possibility of deleting a predictor, as backward elimination, is considered.

In these methods, the number of predictors retained in the final model is determined by the levels of significance assumed for inclusion and exclusion of predictors from the model. In view of the “rule-of-thumb”, the significance levels of 0.15 give equation with low Mallows-\( C_p \) [9]. On the other hand, the three methods are expected to perform similarly, so in this study only the stepwise method will be considered for the comparison. We use the equal significance level as entry and removal criteria and select the proper one from 0.05, 0.1, 0.15, and 0.2 by cross-validation.

3. Experimental

3.1. Design of simulations

We generate datasets by assuming that true response follows a linear model having \( p \) predictors defined as Eq. (6).

\[ y_i = \sum_{j=1}^{p} \beta_j x_{ij} + \varepsilon_i \]

where \( \varepsilon_i \sim N(0, \sigma^2), \quad (i = 1, 2, \ldots, 500) \]

(6)

Here, the data matrix \( X=(x_{ij}) \) is generated by assuming a special correlation structure described in Section 3.1.2. For convenience, we fix the number of relevant predictors as 10 and therefore the rest of predictors (\( p - 10 \)) are irrelevant to
the response over all cases. We design 108 (=3×3×4×3) different cases with four factors—the proportion of the number of relevant predictors among total predictors (3 levels), the magnitude of correlations between predictors (3 levels), the structure of regression coefficients (4 levels), and the magnitude of signal to noise (3 levels). In each case, 100 replications are made and performance measures are calculated. At each replication, a different dataset of 500 observations is generated from Eq. (6).

3.1.1. The proportion of relevant predictors among total predictors

This factor defined as Eq. (7) has three levels of 0.5, 0.25 and 0.1. These levels correspond to \( p = 20, 40, \) and 100, respectively.

\[
\text{proportion} = 10/p \tag{7}
\]

3.1.2. Magnitude of correlations between predictors

At each replication, a new set of 500 rows of \( X \) is generated from multivariate normal distribution with zero mean vector and variance–covariance matrix of \( \Gamma \). The elements of matrix \( \Gamma \) are chosen as Eq. (8) since neighboring process variables (temperatures, e.g.) tend to be strongly correlated in a real manufacturing process which consists of consecutive unit processes.

\[
\Gamma_{ij} = \rho_j^{[i-j]}, \quad (i, j = 1, 2, \ldots, p) \tag{8}
\]

Here, \( \rho \) is the magnitude of correlations between predictors which has three levels of 0.5, 0.7 and 0.9. Note that Eq. (8) gives a very specific pattern to the eigenvalues and eigenvectors of \( \Gamma \) [10]. Fig. 1 shows a comparison of eigenvalues of the covariance matrix from a real data encountered in a steel process with those from \( \Gamma \) in Eq. (8) for \( p = 145 \) and \( \rho = 0.9 \). In case of \( \Gamma \), a sequence of 21 eigenvalues is gradually decreasing from 18 to 1, explaining 85.5% of the variance with the remaining eigenvalues all small (but larger than 0.05). Meanwhile, in case of real data, a sequence of 32 eigenvalues is gradually decreasing from 30 to 1 explaining 81% of the variance with the remaining eigenvalues, all small (but larger than 0.0001 except two values near zero). Two patterns of eigenvalues are not exactly the same, but the decreasing patterns are similar to each other.

3.1.3. Structure of regression coefficients

The third factor is the structure of regression coefficients. Two types of equal and unequal coefficients are compared. It is intended to know performance of selection methods according to whether relevant predictors have similar effects on the response or not. Each type has two levels according to the location of relevant predictors; in the middle of the range and at the extremes.

In case of equal type, the coefficients of 10 relevant predictors are chosen as Eq. (9.a).

- In the middle of range

\[
\beta_j = 1, \quad (j = p/2 - 4, p/2 - 3, \ldots, p/2 + 5) \tag{9.a}
\]

- At the extremes

\[
\beta_j = 1, \quad (j = 1, 2, \ldots, 5; p - 4, p - 3, \ldots, p) \tag{9.b}
\]

In case of unequal type, the coefficients of 10 relevant predictors are constructed as Eq. (10.a).

- In the middle of the range

\[
\beta_j = (5.5 - |j - 0.5(p + 1)|)^2, \quad (j = p/2 - 4, p/2 - 3, \ldots, p/2 + 5) \tag{10.a}
\]

- At the extremes

\[
\beta_j = (|j - 0.5(p + 1)| - 0.5(p - 11))^2, \quad (j = 1, 2, \ldots, 5; p - 4, p - 3, \ldots, p) \tag{10.b}
\]

All irrelevant predictors have zero coefficients in both types. For example, in case of unequal type, when the relevant coefficients are in the middle for \( p = 20 \), \( \beta_j \)'s are \( (0, 0, 0, 0, 0, 1, 4, 9, 16, 25, 25, 16, 9, 4, 1, 0, 0, 0, 0, 0, 0) \).

![Fig. 1. Comparison of eigenvalues between real data and artificial data.](image)
0). When the relevant coefficients are at the extremes, they are \((25, 16, 9, 4, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 4, 9, 16, 25)\).

### 3.1.4. Magnitude of signal to noise

We are interested in knowing whether the performance of variable selection methods is affected by the model fitness.

To investigate this, when generating \(y_i\) we select the standard deviation of error terms through Eq. (11) where \(k\), the reciprocal of signal to noise ratio, has three levels of 0.33, 0.74, and 1.22. These levels are set so that R-square of the multiple linear regression with an intercept becomes 0.9, 0.65 and 0.4, respectively, when infinite observations are assumed. Some simple calculations using the formula for R-square give \(k= \frac{1}{1+R^2}\).

\[
\sigma = k \sqrt{\text{var}(\bar{X}b)}, \quad (k = 0.33, 0.74, 1.22) \tag{11}
\]

where \(\text{var}(\cdot)\) is the sample variance.

### 3.2. Performance measure

For the evaluation of different selection methods we adopt the confusion matrix which contains information
about true and predicted classes. Table 1 shows the confusion matrix and the meanings of its entries in the context of our study.

From Table 1 accuracy, sensitivity, and specificity are respectively defined as Eqs. (12)–(14).

$$\text{Accuracy} = \frac{a + d}{a + b + c + d}$$ \hspace{1cm} (12)

$$\text{Sensitivity} = \frac{d}{c + d}$$ \hspace{1cm} (13)

$$\text{Specificity} = \frac{a}{a + b}$$ \hspace{1cm} (14)

In the classification area, the usual performance measure is accuracy which is the proportion of predictors correctly classified. However, it may not be suitable when there is an imbalance between the numbers of irrelevant and relevant predictors. For example, consider the case where the proportion of relevant predictors equals 0.1. A method that always classifies all predictors as irrelevant will achieve an accuracy of 90%. Although this looks high, the method would be useless because it totally fails to select relevant predictors.

Thus, instead of using accuracy as the overall performance measure, we suggest using $G$, the geometric mean of sensitivity (the proportion of selected relevant predictors among relevant predictors) and specificity (the proportion of unselected irrelevant predictors among irrelevant predictors) [11] as in Eq. (15).

$$G = (\text{Sensitivity} \times \text{Specificity})^{1/2}$$ \hspace{1cm} (15)

The value of $G$ ranges between 0 and 1. The values close to 1 imply that most predictors are classified correctly. As mentioned in ref. [11], this measure has the distinctive property of being independent of the numbers of relevant and irrelevant predictors, and is thus robust regardless of the level of proportion.

4. Results and discussion

4.1. PLS-VIP method vs. the Lasso or Stepwise method

The number of latent variables for PLS regression, the tuning parameter for the Lasso and the significant levels for stepwise regression are determined by five-fold cross-validation which is widely used for estimating prediction error [12]. As mentioned before, 100 replications for each of 108 cases are made to evaluate the performance of the variable selection methods. At each replication, performance measure of $G$ was calculated. In addition, the root mean squared error (RMSE) of predicted response for each method was also obtained to examine prediction performance.

Fig. 2. Mean $G$ of each method according to factors.
4.1.1. Comparison based on G

Table 2 summarizes the simulation results of variable selection performance by using the average G over 100 replications along the cases. The bold figures denote the best ones. As seen in Table 2, in most cases, the PLS-VIP method outperforms the other methods particularly when the error variance is large in data set or when the model fitness (R-square) is relatively low. On the other hand, Fig. 2 shows the average G of each method according to factors. We confirm again that the PLS-VIP method outperforms the other methods over all factors. Besides, the PLS-VIP method seems to be insensitive to noise while the others seem to be sensitive.

4.1.2. Comparison based on RMSE

Although the objective of this study is not to compare performance of response prediction, we provide estimates of the RMSEs as in Eq. (16) for different methods as supplement information.

\[
\text{RMSE} = \sqrt{\frac{1}{500} \sum_{i=1}^{500} (y_i - \hat{y}_i)^2}
\]

(16)

Table 3 summarizes the simulation results of prediction performance by using the average RMSE over 100 runs along the cases. The best method is also shown in bold type. Unlike variable selection performance, PLS does not outperform the other methods in some cases. This means that there may not be a strong relation between variable selection and prediction performance.

4.2. PLS-VIP method vs. PLS-BETA method

Now, we also compare the PLS-VIP method and the PLS-BETA method. Assuming that the number of relevant
predictors is known as $K$ (i.e., $K=10$), we select predictors having the first $K$ largest VIP scores as well as those having the first $K$ largest absolute coefficients, then compare the performance using average number of relevant predictors among $K$ selected predictors over 100 runs. As seen in Table 4, when the structure of coefficients is equal, PLS-BETA method outperforms PLS-VIP method in most cases. When the structure of coefficients is unequal, the PLS-VIP method outperforms the PLS-BETA method.

4.3. Cutoff values of the PLS-VIP method

Although the performance of PLS-VIP method may depend on the cutoff value, ‘greater than one rule’ is generally used to select relevant predictors. The proper cutoff value of the PLS-VIP method according to 108 cases is provided by averaging $v_i^*$ which is defined by Eq. (17) where $v$ varies from 0.01 to 3 with increments of 0.01. Here, $G$ is a concave function of $v$ and the subscript $i$ is for a replication in a case. Table 5 shows the mean proper cutoff

| Table 4 |
| Comparison between PLS-VIP and PLS-BETA method |

<table>
<thead>
<tr>
<th>Location of coefficients: middle</th>
<th>Prop. = 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>0.80</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>0.87</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>0.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: extreme</th>
<th>Prop. = 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>0.83</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>0.93</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>0.94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: middle</th>
<th>Prop. = 0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>1.08</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>1.04</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: extreme</th>
<th>Prop. = 0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>1.39</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>1.22</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>1.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: middle</th>
<th>Prop. = 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>1.43</td>
</tr>
</tbody>
</table>

V: PLS-VIP, B: PLS-BETA.

| Table 5 |
| Mean proper cutoff values along the cases |

<table>
<thead>
<tr>
<th>Location of coefficients: middle</th>
<th>Prop. = 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>0.80</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>0.87</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>0.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: extreme</th>
<th>Prop. = 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>0.83</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>0.93</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>0.94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: middle</th>
<th>Prop. = 0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>1.08</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>1.04</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: extreme</th>
<th>Prop. = 0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>1.39</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>1.22</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>1.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location of coefficients: middle</th>
<th>Prop. = 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.33$</td>
<td>$k=0.74$</td>
</tr>
<tr>
<td>$\rho=0.5$</td>
<td>1.43</td>
</tr>
<tr>
<td>$\rho=0.7$</td>
<td>1.22</td>
</tr>
<tr>
<td>$\rho=0.9$</td>
<td>1.44</td>
</tr>
</tbody>
</table>

V: PLS-VIP, B: PLS-BETA.
values along the cases. As seen, some cases require higher or lower cutoff values than one to increase the variable selection performance of the PLS-VIP method.

\[ v_\star = \left\{ \begin{array}{c} \min \left( \max_{v \in \{0.01, 0.02, \ldots, 3\}} G(v) \right) \\ + \max \left( \max_{v \in \{0.01, 0.02, \ldots, 3\}} G(v) \right) / 2 \end{array} \right. \tag{17} \]

Fig. 3 shows the effect plots of mean proper cutoff values according to factors. When proportion of relevant predictors is low, the magnitude of correlation is high, or the structure of coefficients is equal, the proper cutoff value is required to be greater than one.

5. Conclusions

In this paper, we conducted 10,800 experiments to explore the nature of the PLS-VIP method as compared with other variable selection methods. Experiments were designed by considering four factors including the proportion of the number of relevant predictors among total predictors, the magnitude of correlations between predictors, the structure of regression coefficients, and the magnitude of signal to noise.

First, the PLS-VIP method was compared with the Lasso and Stepwise method. The PLS-VIP method performed excellently in identifying relevant predictors and outperformed the other methods. It was also found that a model with good fitness performance may not guarantee good variable selection performance. Thus, for the purpose of selecting relevant process variables, process engineers must be careful when using model performance such as RMSE, \( R^2 \)-squares, etc.

Second, the PLS-VIP method was compared with the PLS-BETA method. We found an interesting observation that PLS-VIP and PLS-BETA method might be complementary. So, if we use a strategy which combines these two methods for selecting relevant predictors, better variable selection performance could be achieved. Actually, Wold et al. [6] recommend a combination of PLS-VIP and PLS-Beta for variable selection, which states that both should be small for a variable to be excluded.

Finally, proper cutoff values of the PLS-VIP method were provided to judge whether using the ‘greater than one rule’ is adequate or not. The proper cutoff value may be higher than 1 under low proportion, high correlation, or an equal coefficients structure.
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